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Many people merrily go about their life without worrying at all about encryption. Posting photos on Face-

book and Instagram, Snapchat, and sharing private information over a multitude of messaging apps seems so 
natural to most millennials! Why should we even care that most of these apps do not implement end-to-end en-
cryption? What is end-to-end encryption, and how does it work? 

 
Implementing end-to-end encryption in a messaging service means that the contents of any given mes-

sage are only available to you (the sender) and your friend (the intended recipient). Without E2EE, your message 
may be encrypted while it’s being transmitted to the server, but the server might be able to read it. For example, 
some service providers might do this to generate ads that are more specific to a user. 

With E2EE, your message is encrypted at all times as it makes its way through any possible intermediaries. 
No one except the intended recipient has the key to decrypt it. With a good E2EE protocol, neither intermediar-
ies (messaging app server, database), nor anyone with malicious intents would be able to read the messages you 
send. With the amount of sensitive information, we might be sharing via text/instant messages, this is becoming 
an important issue. Signal - target for analyzing, a messaging app by Open Whisper Systems 

The first step in establishing an end-to-end encrypted connection between two users using Open Whisper 
System’s Signal Protocol is generating a set of long-term identity key pair, medium-term signed prekey pair, and 
several ephemeral prekey pairs. These keys are generated on the client side and stored locally somewhere se-
cure. The second step involves packaging all of the public keys and registration ID into an object (known as the 
“key bundle”) and registering it with a Key Distribution Center. In order for USER1 to send messages to USER2, 
USER1 must know and have access to USER2’s registration ID and public keys to start a session. Thus, USER1 
must first generate her own keys and register herself with the key distribution center and request USER2’s key 
bundle. 

Once a session is established, USER1 can start sending messages to USER2. This process relies heavily on 
the X3DH key agreement and is what gives Signal Protocol the ability to provide forward secrecy and crypto-
graphic deniability. This also has an additional benefit of asynchronicity and thus the ability of sending messages 
while being offline. While the session is active, USER1 encrypts and sends messages to USER2 using the master 
shared secret and USER2’s ephemeral keys. This step creates a root key, a corresponding chain key, and a mes-
sage chain. These are critical for maintaining forward secrecy and privacy. Thus, each message that is sent leads 
to the creation of a new set of one-time session (ephemeral) keys that are then used to encrypt/decrypt any 
future messages. 

On a higher level, the Signal Protocol is a security library on steroids. Despite its novelty and growing im-
portance, there has been few formal analyses of this protocol, whilst it has been a driving force in the world of 
cybersecurity. 

The Signal Protocol amalgamates the Extended Triple Diffie-Hellman (X3DH) key agreement protocol, 
Double Ratchet algorithm, pre-keys, and uses Curve25519, AES-256, and HMAC-SHA256 as cryptographic primi-
tives. These are all well-established, low-level cryptographic algorithms that are frequently used to build com-
puter security systems. 

X3DH kicks things off, by generating all the necessary keys between two parties to communicate. It estab-
lishes the crucial shared secret key between the two parties who mutually authenticate each other based on 
their public key pairs. X3DH also allows for key exchange to occur where one party is “offline”, and will instead 
exchange it through a third-party server [1].  

This is used as part of a cryptographic protocol to provide E2EE based on a shared secret key derived 
from X3DH. Once both parties agree on a shared secret key via X3DH, parties can then use the Double Ratchet 
Algorithm to send and receive encrypted messages. 

Double Ratchet Algorithm is used as part of a cryptographic protocol to provide E2EE based on a shared 
secret key derived from X3DH. Once both parties agree on a shared secret key via X3DH, parties can then use the 
Double Ratchet Algorithm to send and receive encrypted messages [2].  

The key exchange from X3DH outputs a master secret, which in turn is used to derive two symmetric 
keys: “root key” and “sending chain key”. As messages are being sent and received, these keys that are attached 
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Primary equipment lines have a greater contrast than lines of secondary equipment. That allows operator to 
focused on most important parts of power system. 

On the left of the screen there is a unit tree list. It is used for navigation purposes. Every power station, 
substation and switchgears are presented here hierarchically to allow operator to be aware of which point of the 
power supply system is shown in the center of the screen now so that he could jump to any other as quickly as 
possible. 

At the bottom of the screen, the events box is displayed. It displays messages about controlled object 
state. There are three types of messages: notification message, normal state change messages and alert mes-
sages. Notification message notify operator about normal usual events in the power system, such as closing sub-
station door or receiving acceptable value of the controlled parameter. Normal state change messages indicate 
normal changes in power system and provide feedback to operator when he changes power system state. Alert 
messages signal an accident for example equipment failure. Each massage type has its own color: light green for 
notification message, blue for normal state change messages and red for alert messages. This color palette al-
lows operator to distinguish messages by priority instantly and focus on the most important.  

Adherence to the principles stated above allow us to create GUI for industrial software that is easy and 
even fun to use. Easiness and fun are important because they tangibly affect the operator’s ability to control the 
process and respond quickly when things go awry. And over time, the engagement and performance of well-
designed systems provide positive returns in decision-making speed and accuracy, plant productivity, and re-
duced training time. 
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• Layout: Layout gives operator a frame of reference for how they should interact with an environment. 
Layout refers to how buttons, diagrams, and other elements are laid out on screen in an organized fashion.  

• Navigation: every ADCS software needs well-designed navigation to give users access to critical infor-
mation quickly and intuitively. Basic rules include: 

o A hierarchy should be consistent  
o The navigation bar should be in the same place on all screens  
o A process overview should provide quick access to any part of the system 
Ideally, with a well thought-out, consistent navigation system, someone without training but familiar with 

the plant should be able to navigate to any part of the ADCS without heading down dead ends. 
• Typography: Typography refers to the use of fonts, font sizes, and font styling to convey meaning. Use 

of typography can be used to emphasize and de-emphasize content – such as by increasing contrast and bold-
ness for important alerts, displaying hints with plain text, and using certain heights and colors for headings and 
subheadings. 

• Iconography and imagery: Right image or icon could convey more information than a thousand words. 
However, large images are not recommended in industrial systems because screen real estate is precious and 
loading times can reduce speed. Instead, intuitive icons and shapes are preferred. A good icon should be simple, 
easy to read at different sizes, and clear in meaning.  

• Feedback: To reach effective communication between operator and ADCS interface, it’s important that 
the operator knows if the program understood him. Operator usually cannot see the plant and therefore needs 
to receive feedback that what he did had an effect.  

On Fig 1. below graphical user interface of the system being developed is shown.  
 

 
 

Fig. 1. Graphical user interface of the system being developed 
 

GUI of ADCS consist of several parts: mnemonic diagram, units list, events box. Mnemonic diagram in the 
center of the screen is the main part of any ADCS or SCADA software. It displays information about the moni-
tored process in real time and allows the operator to maintain normal system state. It was created in such a way 
to be much similar to power engineering drawing so that every engineer could understand it without prior train-
ing. Mnemonic diagram's color palette consist of four main colors. Light green color indicates that circuit breaker 
is on. Also it indicates an acceptable value of the controlled parameter. Boxes with light green border indicate 
that value of the controlled parameter inside the box in the normal range. If actual value deviates from the spec-
ified critical value, box borders become red. Red color indicates failures. Blue color is used to highlight    jump 
points to other parts of mnemonic diagram. All power lines, busbars and other equipment are shown in black. 
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Process control and equipment management requires operator to have a high reaction speed, rapid re-

sponse capacity and ability to analyze a lot of information in a short time to make the appropriate decision. Au-
tomatic dispatch control system (ADCS) allows to simplify management process and make operator’s work more 
efficient. ADCS provides an interface to the operator, which allows the operator to interact with process plant in 
more intuitive way. In most cases the interface is a graphical user interface. In this paper, an example of graphical 
user interface design of ADCS of electric power distribution system is presented as well as the underlying princi-
ples of graphical user interface design. 

 
Automatic dispatch control system – is a control system that uses computers, networked data communi-

cations for high-level process supervisory management and other peripheral devices such as programmable logic 
controllers and discrete PID controllers to interface to the process plant or machinery. ADCS allows to interact 
with process plant through high-level interface, which is usually graphical user interface (GUI). 

The reason why software giants have spent a lot of resources developing the best user interface (UI) and 
user experience (UX) is because they’ve done the research and recognize the real benefits of implementing good 
design [1]. Success and speed of operator’s work largely depends on UX. Ill-conceived UX could lead to frequent 
delays and mistakes of operator. Because GUI in most cases is the main user interface of ADCS, it largely deter-
mines UX. In most cases the reason of UX ineffectiveness is the ill-considered GUI. Ultimately, providing reason-
able GUI with ADCS software that makes the operators’ job easier, allowing them to catch errors and resolve 
them immediately, minimize timewasting traps, save millions in machine damage and lost productivity cascading 
down the manufacturing process.  

There are primarily six principles which can be used as the guidelines for user interface design [2] 
1. User familiarity: the purpose of screen elements should be clear and understandable without prior 

training; permissible manipulations with these elements should also be intuitively understood. The user interface 
should not contain too much detail; 

2. Consistency: A user with experience with some software can quickly adapt to any similar software. It 
also refers to different operations in the context of one program: the skills learned from one operation can be 
easily applied to other operations; 

3. Minimal surprise: means that the comparable operations should incur the comparable results. If this 
does not happen, the users will become confused and frustrated, and even raise the doubt on the software de-
sign quality; 

4. Recoverability: The system should not be sensitive to operator errors. The operator must be able to 
cancel any of his actions. For this purpose multiple confirmations, cancellations, backtracking, setting of control 
points, etc. are used; 

5. User guidance: A well-designed help system is highly necessary. It should be incorporated and be-
come a built-in component of the overall system. Also, comprehensive search and index tools should be provid-
ed to make the user query more convenient. 

6. User diversity:  A novice user should have a simpler interface with more tips. For an experienced us-
er, the number of prompts should be reduced, as they interfere with work.  

To implement the principles, the following components are used [3]:  
• Color and contrast: Color and contrast often communicate before all other visual factors like text are 

taken into account. Color is used to convey instant meaning to objects, to draw attention to specific places that 
may need focus, and to distinguish items from each other. To create an interface that corresponds to the princi-
ples indicated above, you must select a color palette and assign each individual color with your own meaning. 
For example, red color means that an alarm has been triggered, or a power line is emergency shutdown. Opera-
tors must memorize the designations for each color, and therefore having a standardized set of colors will de-
crease confusion and speed up data interpretation.  

Color contrast between lighter and darker tones can be used to make one object stand out compared to 
its surroundings. The greater the contrast between two colors is the more noticeable and legible it becomes. 
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transformations TopHat; adjusting the boundaries of symbols using the binarization with the adaptive threshold, 
performing morphological transformations on the results and searching for the most suitable region using the 
vertically sliding window. Recognition of adjusted regions is implemented by the Tesseract library. 
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the size of the region of the full card are: hcn, hexd, hhn. The general form of the calculation is represented by 
formula: 

 

                                                                                  (9) 
 

where 54.0 mm is the height of the card according to ISO 7810 ID-1, and mO is the height of the detected region 
of the card (px). 

Images are sequentially transmitted to the input of the Tesseract system for recognition, with 
parameters: the adjusted symbol area obtained in the previous step; language. 

The proposed algorithm is implemented in the Objective-C programming language, using the OpenCV 
2.4.13 library (this version is the most relevant for iOS), with the help of the iPhone SDK frameworks, such as: 
CoreMedia and AVFoundation - media data management; UIKit (UI) - work with application interfaces; 
CoreGraphics (CG) - low-level, lightweight processing of 2D images based on the Quartz engine. 

The mobile app interface (fig. 2) is equipped with an image viewing area, captured by a mobile device's 
camera in real-time, a data output area, a mark of successful fixation on the recognition object. The capture area 
has a proportion of 4:3, which is the standard for a vertically oriented iPhone/iPad. The data output area 
contains three vertically arranged text fields into which the information recognized by the algorithm (the bank 
card number, expire date, cardholder's name) is sequentially displayed. The card detection mark is made in the 
form of a bright green rectangle with fixed thickness of borders and is displayed on the screen by repeating its 
boundaries when the card position is successfully determined. The capture of the video stream from the main 
camera of the device is implemented in separate thread using the AVFoundation framework and the 
AVCaptureDeviceInput object, which is initialized by the AVCaptureDevice object in the video capture mode. A 
new session of AVCaptureSession is being created, with the frame size parameters (for iPhone 7, the maximum 
size is 3840 × 2160). Using the addInput method, a previously defined input object is added to it and via the call 
startRunning - the session starts. The frame data is retrieved using the didOutputSampleBuffer: from Connection 
method, which shows the frames in the current context of the view controller using 
AVCaptureVideoDateOutput. The results of the time consuming estimation of the algorithm were run on the 
iPhone 7 for video with different sizes of the input frame (fig. 3). 

 

 

 

 
Fig. 2 - Appearance of the mobile app: 

1 – the image viewing area; 2 – the mark of 
successful fixation of bank card;  

3 – the data output area 

 
Fig. 3 - Time consuming bar graph 

 
Conclusion 
In this article, the task of recognizing information fields of bank cards is solved. The developed algorithm 

represents the processing of the sequence of frames received from the mobile device's camera and includes: 
bank card detection using the Viola-Jones high-speed object detection algorithm and the OverFeat method; ROI 
segmentation; improving the quality of symbols using the method of histogram normalization and morphological 
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brightness and to designate conditions for their determination with a given accuracy, which enhances the 
contrast effect due to the loss of noise regions with rarely encountered intensities [3]. 

To determine the tone of the background and the tone of the symbols we calculate the average 
brightness of the image . If , then we take the background color of the received image as 
light, and the color of the symbols as dark, otherwise - vice versa. Using operations of mathematical morphology, 
the boundaries of symbols are emphasized. If the color of the characters is light, the WhiteTopHat morphological 
transformation function [4] is used. For dark symbols, the BlackTopHat function is used. 

The structuring element for the kernels of both filters has a rectangular shape and a size of nb×mb, 
calculated by the formula (5), where nI, the width of the image received for the morphological transformation. 

 

 

                                                                                     (5) 
 

The next step is the binarization of images with an adaptive threshold based on the analysis of the local 
region [5, 6]. The method converts the image in grayscale I to a monochrome image according to (6). 

 

 
      (6) 

 
where Yx,y is the brightness value of the pixel with the (x, y) coordinates of the image I; gmax=255 is the 

maximum brightness value,  is the adaptive binarization threshold, calculated 

individually for each pixel; where the function T - is the weighted sum [5] (cross-correlation with the Gaussian 
window, Gaussian (7) [6]) of a block of pixels with size block_size×block_size adjacent to the processed pixel 
(with coordinates x, y) minus the coefficient c [5]. 
 

 
where i=0... block_size-1,  

- is chosen in such a way that  (7) 

 
To reduce noise, to remove unnecessary non-informative details from the binarized image, and roughly 

approximate the symbols to isolated painted blocks different from the background of the image, successive 
morphological operations of closing and erosion are applied to it. 

Structuring element b of the kernels of both filters has an ellipse shape, which is better suited for 
processing characters which font, OCR-B, according to ISO / IEC 7811-1: 2017, has smoothed edges. The size of 
the kernels nb×nb, where nb - should not exceed the size of a third of the thickness of the symbol , 

otherwise there is a probability of losing the symbol outline during processing. 
The thickness of the symbol wsymb does not depend on the type of the processed fragment of the card 

image, and is strictly defined for OCR-B. The projection of the font width value (mm) to the size in pixels relative 
to the size of the full bank card region is calculated based on its full width (8), and is a constant within the 
processing of the current card region. 

 

                                                                  (8) 
 

To adjust the edges of the symbol region on the processed image, the vertical sliding window method is 
used. The height of the window varies from the font size of the characters. For the bank card, these are values 
determined by ISO/IEC 7811-1: 2017, Hcn - card number font height (4,0mm), Hexd- expire date font height 
(2,85mm), Hhn- cardholder's name font height (2,65mm). Then their projections onto a height in pixels relative to 
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The main criterion for selecting a contour of the bank card from the set of detected rectangles R, where 
the number of rectangular areas found- N, is the ratio of its sides. Since dimensions of the card sides (mo×no) are 

defined by ISO / IEC 7811-1: 2017, the ratio of its sides is a constant value . At first we represent the object of 

the found rectangle ri as Ri (mi, ni), where i =0, 1, ..., N-1. Then the rectangles r for which this condition (1) is 
satisfied belong to regions of interest. The exact match is the rectangle with the longest side nmax among all 
selected. 
 

                                                                                      (1) 
 

Dimensions of the rectangular region ro (mmax, nmax) and its location relative to the whole image po (xo, yo) 
are used to extract the card region from original frame. 

Regions of algorithm interest, containing information about the bank card number, the expiration date, 
the cardholder's name, are being separated from the card image I with sizes mmax×nmax (further as mI × nI). The 
size and location of these regions are defined by ISO / IEC 7811-1: 2017 and can be written in the following 
presentation: 

- region С(xC, yC, nC, mC) - the bank card number; 
- region D(xD, yD, nD, mD) - the expiration date; 
- region E(xE, yE, nE, mE) - cardholder's name. 
Since the sizes mI×nI of the obtained image of the card I can vary, it is necessary to convert C, D and E to 

the form that will be applicable for their correct separation from the image I. To this end, it is necessary to 
define two scaling factors: by width (2) and by height (3). 
 

cscale.width= ,                                                                                      (2) 

cscale.height= ,                                                                                    (3) 

 
Multiplying each of regions parameters indicated above by corresponding scaling factor, we obtain the 

sizes of these regions relative to the size of the obtained image of the card I. 
 

 

 

 
 

Separating fragments of regionsСI, DI, EI from the image of the bank card I, we obtain images: IC, ID, IE, 
respectively, the card number, the expiration date and the cardholder's name. 

According to ISO / IEC 7810 - 2006, the bank card number contains 16 digits distributed into 4 equal 
groups of 4 digits each. Based on this fact, the image IC selected in the previous step with the card number 
region СI is being divided into 4 equal regions CI1, CI2, CI3, CI4 (4). 

 

 
j = 1,2,3,4 (4) 

 
Separating the calculated regions CI1, CI2, CI3, CI4 from the image IC, we obtain respectively the images IC1, 

IC2, IC3, IC4 - groups of the card number. 
The next step is to convert the image to grayscale. After that, to increase the brightness difference 

between the symbol contours and the background of the images, a procedure of contrast increasing is used. The 
most effective for this task is method of histogram normalization, since it does not stretch the entire intensity 
range, but only it’s most informative section. This allows us not to consider the true extremal values of the 
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In this article we propose the preprocessing algorithm for identifying information fields on the bank cards 

images. Bank cards details recognition software for iOS mobile devices, iPhone SDK frameworks, OpenCV and 
Tesseract libraries is implemented based on this algorithm. Results of the time cost for bank cards details 
recognition on the iPhone7 for video with different sizes of the input frame are presented. 

 
Nowadays many M-banking apps require manual entry of bank card details (all information fields data 

applied on the card) into the system for payment transactions and it is not an easy task for a user. This process is 
time-consuming, requires attentiveness and diligence. Therefore, development of the algorithmic provision and 
software for recognition of bank card details for iOS mobile devices is relevant. 

Offered recognition algorithm of bank card details for iOS mobile devices requires the following steps: 
card region detection; segmentation of the bank card image; converting colored segments to grayscale; contrast 
enhancement; emphasizing the boundaries of symbols using operations of mathematical morphology; adjusting 
the boundaries of the grouped blocks of symbols; recognition of symbol blocks by the Tesseract library. General 
scheme of the developed algorithm is shown in fig. 1. 

 

 
 

Fig.1. General scheme of the developed algorithm 
 

The input data of the algorithm is video stream received from the mobile device's camera. The stream is 
divided into frames by time and represents images in the RGB color space. Considering characteristics of the 
iPhone 6 (2014), the camera has an 8-megapixel CCD, dual-LED flash and autofocusing. The frame sizes can vary 
depending on the particular device model, and can reach 3840 × 2160 pixels. All devices younger than the above 
have better characteristics. The operating system (greater than iOS 2) is capable of automatically holding the 
focus on the subject, automatically adjusting the brightness and white balance in the photo. The above indicates 
that the image coming directly from the camera system will have the optimal input parameters: depth of field, 
brightness, sufficient frame size for accurate perception the details of the bank card. 

Separation of the bank card image from the background is carried out by processing it with iOS 
algorithms, which are based on the Viola-Jones high-speed object detection method [1] and deep learning using 
the OverFeat method [2]. 
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lower dimension (most often, two-dimensional), it is also used to solve modeling problems, forecasting, 
identifying sets of independent features, searching for regularities in large data sets. 

Despite the possible reduction of human efforts spent on scheduling, these algorithms are rather 
cumbersome, and do not always provide sufficiently effective results. Thus, it is most advantageous to use 
algorithms to approximate the distribution of classes at the beginning of the work, and then to edit the obtained 
schedule manually to achieve the desired result and to take into account any additional criteria, or to use 
algorithms to complete the schedule partially compiled by hand. 
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