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The paper deals with the basic structural elementtie convolution neural network as well as method
for describing and tested methods of localizatibolgects in the neural network. Effective appraschre pro-
posed for the construction of algorithm of objelctsalization. The results of the implementatiorthaf algo-
rithm are presented.

Neural networks are used to solve complex problérasrequire analytical calculations similar to gbo
that the human brain does [1]. The structure ofrtberal network in the world of programming cammight
from biology. With this structure, the machine aicesi the ability to analyze and even memorize detaof
information. The most common applications of neaetivorks are:

— classification - distribution of the parametefsdata. For example, the input contains a set opfee
and you need to decide who of them you will granteadit to. This work can be performed by a nenedivork
by analyzing information such as age, solvencylittgstory and so on;

— prediction - ability to predict the next steprExample, the rise or fall of shares, based orsitivation
on the stock market;

— recognition - currently the widest applicationn&ural networks. It is used by Google, when ya ar
looking for photos, or in phone cameras when iedeines the position of your face and makes itdstaut and
many more.

Simple localization and classification tasks carsblved quite well with small size datasets. Bueots
in realistic settings exhibit considerable varidilso to learn to recognize them it is necessanyse much lar-
ger training sets. Convolutional neural network&KS) constitute class of models, for which capaciéy be
controlled by varying their depth and breadth, #rel; also make strong and mostly correct assungptidnout
the nature of images [2].

A convolutional neural network consists of alteimgtconvolution layers, pooling, local response
normalization (LRN). A convolution neurons layeresghe same weights. Neurons using the same weights
combined into the card features (feature maps),maagds each neuron characteristics associated witrteof
the previous layer of neurons. In the calculatidntlee network it turns out that each neuron perform
convolution (conversion of determining the degrésimilarity) of a region of the previous layer {oed by the
set of neurons associated with the neuron). Eaatoneof m layer is associated with only a part efimons of a
led layer (m-1). Each neuron layer m has one aadéime weight. Pooling is a layer spatial associair sub-
sampling layer (performing the functions of redontiof the dimension of feature maps space) fronersgv
neighboring neurons of a feature map a maximumi®obosen, i.e. from multiple input signals thehggt goes
to the neuron output. LRN is a normalization of tdumtrast layer which does not have adaptive ligkgits.
The same operation is applied to each connectiagohwiroduces data scaling, increases too small ersrdnd
decreases too big ones.

Each convolution layer has only the width, heightl alepth Fig.3. In a separate layer of neurons all
neurons have the same weight, and each neurondswlution filter. A convolution layer allows deteining
the coordinates of the point and structures thatrasponsive to this network, while a fully coneectayer
allows you to define specific structure belongioghis class. To keep track of these data a cotieollayer is
built in the network. The layer is called class\atton mapping (CAM) which is followed by a Globaverage
pooling layer (the layer of a conventional Inneogurct) [3].

CAM layer will look deep 1024, and with the core 3:

layer {

name: "CAM_conv"

type: "Convolution”

bottom: "output”

convolution_param {

num_output: 1024 #layer depth
pad: 1

kernel_size: 3 #convolution kernel size
group: 2

}
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}

}

This is followed by normalization of the contraayér.
layer {

name: "CAM_relu”

type: "ReLU"

bottom: "CAM_conv"

}

Pooling layer with kernel 14 and step 14, the nuglgize depends on the number of neurons convolutio
layer, in this layer the size of the convolutioppaned 196x196x1024:

layer {
name: "CAM_pool"
type: "Pooling”

bottom: "CAM_conv"

pooling_param {

pool: AVE

kernel_size: 14 # core
stride: 14 # step
}

}

Inner Product used for classification network histcase 1000 classes:

layer {

name: "CAM_fc"

type: "InnerProduct"”

bottom: "CAM_pool"

inner_product_param {

num_output: 1000 #1000 classes

}

}

From an inner product layer coming after CAM weetaeuron links weights with the highest value, the
number of such neurons will be determined by thealmer of classes found in the image. If one clagsuad
than one neuron is used, if two classes are fobad two neurons are used and so on, i.e., the nuaibe
neurons is determined by the number of classegifoun

Each output value of a convolution layer is muiggiby the weight value of the link with a neurdrttee
next layer, and then summed over the depth. Asdtrere get a 2-D matrix of a value where the philiig of
finding an object of this class according to theserdinates will be equal, the coordinates of thgeat will be
equal to the coordinates in the resulting matrix:

Mo (% Y) = D Wi fi (xy) (1)
k

where Wlf — is the weight of a convolution neuron layer littk neuron 'k’ of a complete coherent layer,
belonging to class 'c';
fi (X y) —is output value of the convolution neuron layer.

Further, for the resulting matrix the average vatiselected and the maximum is divided and then we
obtain the threshold values which keep out noisemila 2 is used for the construction of objecttoan

maxM. (X y))
~— 2)
D M (xY)

The result is a contour of an object. Fig. 1 shawgxample for contours of objects detection.

Conmap=
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Fig. 1. Example for contours of objects detection

During the experiments, it was found a number efslomings of the algorithm such as low accuracy of
determining the coordinates of objects in the insattyat have a large number of objects of the sdass.cThis
neural network is characterized by a high workipgesl. To increase the accuracy of the search teetim of
existing facilities was made and for further expemts Faster RCNN was used.

Faster RCNN generates hypotheses about findinghfext in the feature space maps conv5 (top convo-
lution) [4]. To do this, run fully convolution 34ayer that generates a hypothesis called RPN, naereeeveral
for different aspect ratios and scale. RPN genefagpotheses and scales them using ROI poolingtrandmits
them to a completely coherent layer, perceptrois Tyer is trained on the basis of hypothesemtbthe coor-
dinates of the object. ROI Poling is identical taMPooling except that for ROI Poling the sizehaf input data
is not set in advance it divides the input into bypothesis of equal size squares, and selectsmaxémum
value.

At the output of the network we get hypotheses anadbabilities, which assess the presence of arcbbje
The results are presented in Fig. 2. As you caritsealgorithm copes with the task, and has a aggluracy in
the images with a lot of objects of the same class.

person : 0.997

person : ¢ person : 0.997

Fig. 2. Example of localization of many objectdtud same class using Faster RCNN

Next, we plan to combine two neural networks FaBE&NN and CAM into a single network. CAM net-
work will be used to focus on the most significal@ments of the image. Next, to the found imagmetgs hy-
potheses about the position of objects found assitill be generated for a subsequent processingalsyer
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RCNN method. This approach will significantly inase the speed of Faster RCNN while maintainingatiel-
racy of the classification.
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