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Introduction. Cloud computing has recently emerged as one obtizgwords in the ICT industry. Nu-
merous IT vendors are promising to offer compumt&iorage, and application hosting services argrdgide
coverage in several continents, offering servieellagreements (SLA)-backed performance and upgiroe-
ises for their services. While these “clouds” dre hatural evolution of traditional data centehgytare distin-
guished by exposing resources (computation, datafgt, and applications) as standards-based Welzeser
and following a “utility” pricing model where custeers are charged based on their utilization of agatpnal
resources, storage, and transfer of data. They effbscription-based access to infrastructurefqulas, and
applications that are popularly referred to as I@affastructure as a Service), PaaS (Platform Seraice), and
SaaS (Software as a Service). While these emergngces have increased interoperability and usalihd
reduced the cost of computation, application hgstamd content storage and delivery by severalrsrofiemag-
nitude, there is significant complexity involvedensuring that applications and services can saleeeded to
achieve consistent and reliable operation undek |oeals.

Currently, expert developers are required to imgleictloud services. Cloud vendors, researchers, and
practitioners alike are working to ensure that ptitéd users are educated about the benefits oflabamputing
and the best way to harness the full potentiahefdloud. However, being a new and popular paradipenvery
definition of cloud computing depends on which commy expert is asked. So, while the realizatiotreé util-
ity computing appears closer than ever, its acoegtés currently restricted to cloud experts dutheoperceived
complexities of interacting with cloud computingpiders.

The Cloud. The cloud is not simply the latest fashionablentéor the Internet. Though the Internet is a
necessary foundation for the cloud, the cloud metbing more than the Internet. The cloud is wiyeng go to
use technology when you need it, for as long asngmd it, and not a minute more. You do not instajlthing
on your desktop, and you do not pay for the teagnolwhen you are not using it. The cloud can bé lsoft-
ware and infrastructure. It can be an application gccess through the Web or a server that yougioovex-
actly when you need it. Whether a service is satwa hardware, the following is a simple test &edmine
whether that service is a cloud service:

If you can walk into any library or Internet cafiedasit down at any computer without preferencecior
erating system or browser and access a servideséhéce is cloud-based. | have defined threergaitl use in
discussions on whether a particular service i®adkervice:

» The service is accessible via a web browser (ngmjaiary) or web services API.

« Zero capital expenditure is necessary to get starte

« You pay only for what you use as you use it.

We should take a moment to understand a varietjoold infrastructure models. It would be easy tn-co
trast these services if there were fine dividingeé among them, but instead, they represent ancomti from
managed services through something people caladtrficture as a Service (laaS) to Platform as aicger
(PaaS) and Software as a Service (SaaS).

Cloud service modelsChoosing the right service model is a criticalcass factor for delivering cloud-
based solutions. In order to choose the right sermiodel or combination of service models, one rfullst un-
derstand what each service model is and what regglities the cloud service providers assume \&tbe re-
sponsibilities the cloud service consumer assumes.

There are three cloud service models: Software@aragce (SaaS), Platform as a Service (PaaS)inand
frastructure as a Service (laaS). Each cloud semviadel provides a level of abstraction that redube efforts
required by the service consumer to build and depistems. In a traditional on-premises data cettter IT
team has to build and manage everything. Whetheitdam is building proprietary solutions from schabr
purchasing commercial software products, they hHavimstall and manage one-to-many servers, devalapb
install the software, ensure that the proper lewélsecurity are applied, apply patches routinelyefating sys-
tem, firmware, application, database, and so amj,rauch more. Each cloud service model providesl$eof
abstraction and automation for these tasks, thogiging more agility to the cloud service consumsosthey
can focus more time on their business problemdesxdtime on managing infrastructure.

Figure 1 displays what is called the cloud stackth®& bottom is the traditional data center, wimchy
have some virtualization in place but does not teweof the characteristics of cloud computing. Tihe char-
acteristics of cloud computing are network accelssticity, resource pooling, measured service,candemand
self-service.
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Fig 1. Cloud service models

laaS

The National Institute of Standards and Technol@$hsT) defines laaS as: “The capability provided to
the consumer is to provision processing, storagéyvarks, and other fundamental computing resoundsse
the consumer is able to deploy and run arbitrafgnsoe, which can include operating systems andiegdjons.
The consumer does not manage or control the undgrtyoud infrastructure but has control over oiatasys-
tems, storage, and deployed applications and gdgdsitited control of select networking componefesy., host
firewalls).”

The Cloud Security Alliance (CSA), a standards nizgtion for cloud security, states that laaS: fidel
ers computer infrastructure (typically a platforirtualization environment) as a service, along witv storage
and networking. Rather than purchasing serverswaoé, data center space, or network equipmerntsliin-
stead buy those resources as a fully outsourceaeer

With laaS, many of the tasks related to managirgraaintaining a physical data center and physital i
frastructure (servers, disk storage, networkingl sm forth) are abstracted and available as aatwte of ser-
vices that can be accessed and automated from aodér web-based management consoles. Develadtiers s
have to design and code entire applications andrastnators still need to install, manage, and pakird-party
solutions, but there is no physical infrastructtwmemanage anymore. Gone are the long procuremeaescy
where people would order physical hardware fromdees that would ship the hardware to the buyer trem
had to unpackage, assemble, and install the haedwdurich consumed space within a data center. \&&8, the
virtual infrastructure is available on demand aad be up and running in minutes by calling an aaibn pro-
gramming interface (API) or launching from a welsé@d management console. Like utilities such adralitg
or water, virtual infrastructure is a metered sgavihat costs money when it is powered on and e lust stops
accumulating costs when it is turned off. In sumyn&aaS provides virtual data center capabilitiesssrvice
consumers can focus more on building and managipfications and less on managing data centersrerat i
structure. There are several laaS vendors in thiketpace and too many to name in this book. Thetmmature
and widely used laaS cloud service provider is Aona/eb Services (AWS). Rackspace and GoGrid are als
early pioneers in this space. OpenStack is an sparce project that provides laaS capabilitiestfiose con-
sumers who want to avoid vendor lock-in and wamt ¢bntrol to build their own laaS capabilities iodlse,
which is referred to as a private cloud. Thereaareimber of companies that are building laaS swiston top
of OpenStack similar to how there are many diffedéstributions of Linux.
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PaaS

The next level up on the stack is PaaS. What Is&Sinfrastructure, PaasS is to the applicatiomsiSsits
on top of laaS and abstracts much of the standaptication stack—level functions and provides thhwsections
as a service. For example, developers designirystgling systems often have to write a large amofinode
to handle caching, asynchronous messaging, datatateg, and much more. Many PaaS solutions peovid
those capabilities as a service so the developgr$éoczus on business logic and not reinvent thesine coding
for underlying IT “plumbing.”

NIST defines PaaS as: “The capability providechsdonsumer is to deploy onto the cloud infrastmgct
consumer-created or acquired applications creas@typrogramming languages, libraries, serviced, tanls
supported by the provider. The consumer does naageor control the underlying cloud infrastructunelud-
ing network, servers, operating systems, or storiagehas control over the deployed applications possibly
configuration settings for the application-hostenyironment.”

The CSA describes PaaS as: “The delivery of a cdimgplatform and solution stack as a service. PaaS
offerings facilitate deployment of applications hatit the cost and complexity of buying and managiegun-
derlying hardware and software and provisioningihgscapabilities.”

The CSA also mentions that PaaS services are bla#atirely from the Internet. PaaS vendors manage
the application platform and provide the developgith a suite of tools to expedite the developnamicess.
Developers give up a degree of flexibility with Pdm®ause they are constrained by the tools andattware
stacks that the PaaS vendor offers. The devel@soshave little-to-no control over lower-level tsadire con-
trols like memory allocation and stack configurai@examples: number of threads, amount of caciehpev-
els, etc.). The PaaS vendors control all of that imway even throttle how much compute power a sergan-
sumer can use so that the vendor can ensure ttierpiascales equally for everyone. Chapter 5 (“Giiog the
Right Cloud Service Model”) explores these servicedel characteristics in great detail. Early Paafdgers
like Force.com, Google Apps Engine, and Microsafu¥e dictated both the platform stack and the Upither
infrastructure to developers. Force.com dictated tievelopers write in Apex code and the underlyirfop-
structure must be on Force.com ’s data center. [Bogps Engine originally required that developeosle in
Python and on the Google data center while Azuigirally required .NET technologies on Microsoftaaen-
ters. A new breed of PaaS vendors have emergetiamdcreated an open PaaS environment where corssume
can implement the PaaS platform on the infrastrectd their choice and with many options for thevelep-
ment stack, including PHP, Ruby, Python, Nodejs, athers. This approach is critical for widespraddption
by enterprises since many enterprises require efepto keep some or all of the application on-psesin a
private cloud. Often, large enterprises leveradaidyclouds by keeping their data in a private di@md moving
non-mission-critical components into the publicutloBoth Google and Microsoft now support multigkevel-
opment languages, whereas in the past they onlyostgdl one. Heroku and Engine Yard are examplenasf
ture public PaaS solutions that provide multipkcks for developers, although at the time of thiéivg of this
book they can be deployed only on AWS. Another haeantage of PaaS is that these platforms integvith
numerous third-party software solutions, whichaften referred to as plugins, add-ons, or exterssion

By leveraging APIs to access numerous third-pastytens, developers can provide fail over, high se
vice level agreements (SLAs), and achieve hugesgairspeed to market and cost efficiency since dhayt
have to manage and maintain the technology behied\Pls. This is the power of PaaS, where devetopan
quickly assemble a collection of mature and proweml-party solutions simply by calling APIs andtrimving
to go through a procurement process followed byngiementation process for each third-party toala® al-
lows companies to focus on their core competenmies integrate with the best-of-breed tools in therket-
place. PaaS is the least mature of the three demdce models but analysts predict a huge bootheérPaaS
marketplace in the next several years.

SaaS

At the top of the stack is SaaS. SaaS is a complgtécation delivered as a service to the sereme
sumer. The service consumer has only to configomeesapplication-specific parameters and manages usbe
service provider handles all of the infrastructuakt,of the application logic, all deployments, a@derything
pertaining to the delivery of the product or seeviSome very common SaaS applications are custaiagion-
ship management (CRM), enterprise resource planfiRiP), payroll, accounting, and other common lassn
software. SaaS solutions are extremely common doraore-competency functionality. Companies chaose
rely on SaaS solutions for non-core functions ®y ttho not have to support the application infragtme, pro-
vide maintenance, and hire staff to manage itiradtead they pay a subscription fee and simplythiseservice
over the Internet as a browser-based service. MESines SaaS as:

The capability provided to the consumer is to umse grovider’'s applications running on a cloud infra
structure. The applications are accessible frorfouarclient devices through either a thin clierteiface, such
as a web browser (e.g., web-based email), or argmointerface. The consumer does not manage oratdhée
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underlying cloud infrastructure, including netwoservers, operating systems, storage, or eveniéhdivappli-
cation capabilities, with the possible exceptiotirofted user-specific application configuratiorttsegs.

REFERENCES

1. Buyya, R. Cloud Computing: Principles and Payadi / R. Buyya, J. Broberg, A. M. Goscinski. — Hobo
ken : Wiley, 2011. — 664 p.

2 Reese, G. Cloud Application Architectures: Bimtd Applications and Infrastructure in the Cloud /
G. Reese. — Sebastopol : O'Reilly Media, 2009. 820

3. Kavis, M.J. Architecting the Cloud: Design Déais for Cloud Computing Service Models (SaaS, PaaS
and laaS) / M.J. Kavis. — Hoboken : Wiley, 201224 p.

360



