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The authors report is on the opening of the woflgrogramming and jurisprudence: the creation of ar
tificial intelligence, the ability to make judgmentt discloses the relevant actions of artifidiatelligence and
principles of applicable proceedings.

Introduction. A combined team of specialists from Pennsylvaniavehsity and the University of Shef-
field created a weak form of artificial intelligesthat is able to predict decisions of the Europ@auart of Hu-
man Rights (European Court of Human Rights, ECtHRHR) with an accuracy of 79%. The system predicts
the court's decision after reviewing the case éifeJ on the basis of these data the Al is concl{ited

Analyzing hundreds of texts of ECHR cases, scientisve found that judges of this court, first bf a
pay attention neither to the legal terms in the tefxappeal nor to a simple description of the da¢h other
words, judges, according to the authors of thegutpjare most realists and pay attention to a nwidal of the
matter, not formalists, who strictly follow evemstier of the law.

It is possible that in a few years the decisiodudicial Affairs will not take a judge but a robdte idea
sounds great, because the artificial intelligendebg deprived of a number of drawbacks in judgingina hu-
man; addiction to bribes and the influence of earaion decision-making [2].

Main part. “The Court may use this method to prioritize hegsion the basis of having a high probabil-
ity of a violation of the article”, - said in antarview with the Athens-Macedonian News Agency hsgdly,
Dr. Nikolaos Aletras (Faculty of Computer Sciendejversity College London) [3].

The majority of Russian population relates to thartwith suspicion and without respect, believihgt
the court in Russia is inefficient, unreliable angly corrupt. Nearly 80% of respondents do notestgo find
justice in Russian courts [4]. This belief is hseainly on the ideas expressed by the two versidretate-
ments: "Our courts often win the case, the higbaider" and "Many do not want to go to a court,&aese the
road has too informal costs". For about 15% of oesents appeal to the courts during a year. Ancertiwan
27% say that have faced with the need to go tauet,dout have not done so for the last two yeals [5

Artificial Intelligence as a mediator of the judicy could improve the efficiency and fairness & phdi-
cial decision, and at the same time the level tifems' trust to the judicial system, and as a eguence, to the
government as a whole. It would increase the lef/dgal awareness and legal status of the state.

It becomes interesting to match the applicatiomntificial intelligence to the principles of judadipro-
ceedings.

1. The principle of legality. Continued compliarafethe law requirements will not be violated dughe
fact that the program was originally based on thems of law and case-law in countries with Anglo«®alegal
system. Additionally, you can admit the impossibilof deviation from the rule of law, which ofteaads to
miscarriages of justice and the revision of caseappeal.

2. The principle of justice. Artificial intelligeccomprehensively processes facts of the caseyding
the nature and degree of public danger, the cirtamags of the crime and the identity of the pegtetr It guar-
antees no bias in the decision.

3. The principle of justice only by the courts. "Noe can be convicted of a crime and subjectedita-c
nal punishment except by the verdict of the cond m accordance with the procedure establishetthdrimi-
nal Code." The circle of bodies authorized to adstém justice is clearly restricted by the law [Bl]tificial in-
telligence is not an independent body of stateaitthor local government, and acts as a subsidiabject in
deciding some intermediary.

4. The principle of judicial independence. It cofdra judge in deciding cases under its productati-
ficial Intelligence is based only on the laws ohscience and their inner conviction and on theystadhe court
of admissible evidence. Atrtificial Intelligence ates an absolute impossibility of interferencehi@ administra-
tion of justice due to the lack of methods and msezfrphysical or mental pressure on it.

5. The principle of equality before the court. Acial intelligence does not mean the individuadsdifi-
cation according to sex, race, nationality, languyagigin, property and official status, place e$idence, atti-
tude to religion, beliefs, membership of voluntarganizations. In solving the case, it relies omhythe exis-
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tence of offenses, administrative offenses, preslioagommitted crimes, as well as mitigating andraggting
circumstances, which were crucial for the outcoffthe case.

6. The principle of the right to appeal to the ¢oEveryone is guaranteed judicial protection &f tghts
and freedoms. Artificial intelligence implies a cige in the stage of immediate trial without affegtthe Com-
plaint resolution of conflicts, as well as the pes for submitting and receiving the applicationjéwlicial re-
view [7].

7. The principle of the rights of the suspect dreldccused to defense. The right to have a lawyerier
to collect information and provide evidence basmai@as essential in the court. Artificial intelligamis only
concluded on the basis of evidence presented thydidés.

8. National judicial language. Presentation of emitk and publication of decisions is made in the
tional language of the State in which the procegslisre conducted. In the absence of language riticogrthe
software may attract a special translator in thedd fof law attributable to a dispute.

na

9. The principle of adversarial proceedings andaétyuof arms. The software system does not provide

declination of a decision in favor of one side. t8are analyzed without reference to their sourbe. possibil-
ity of an unlimited number of evidence by both sidigly implements the principle of adversarial geedings.

10. The principle of citizen participation in adnsitnation of justice. Does not exclude the posgibdf a
jury, whose dissenting opinions may also be inaluhethe program of the decision, but the statembéave to
be built in a logical way (based on templates e@ah the framework of the program laid down in #ig,
based on the facts, excepting emotional and persatea

11. The principle of the open court. If artificiatelligence assumes the correspondence form afdbet
hearing, the principle of the open court will fiftdelf in a public proclamation and publicationtbé judgment
and operative part of motivation.

12. The presumption of innocence principle. Thegles is made after full analysis of the facts qfa-
ticular case, based on the evidence provided, divoduthe prosecution, which function is to prooé ttefen-
dant's guilt. The impossibility of adopting a pragr of conviction in the absence of sufficient evicke of
claimed elements of a crime once again reinforigissprinciple.

13. The principle of legality, competence and intipdity of the court. The court, which is entrusted
hear and determine civil, criminal and other caseable to administer true justice if it is legitite, competent
independent and impartial. Artificial intelligenoglies on the law, has the ability only to corrastl direct inter-
pretation of the law, is independent of other atities, and other kinds of influence, and has nwseeof preju-
dice and forms its own positions on certain catiegoof cases.

14. The principle of respect of the rights and de®s of a man and a citizen. It have been reacc68a
rulings on the suit of citizens to the ECHR whilealyzing artificial intelligence algorithms. Thesearchers
chose those decisions, which related to the thiteedes of the Convention on Human Rights. Thesethe pro-
hibition of torture and degrading treatment, thghtito a fair trial and the right to respect prevand family life.
According to these articles, the court makes thetrdecisions. Analyzing the text of the appealfieidl intel-
ligence makes its own verdict of "violation" or "n@lation”. The computer, using a number of presed to
analyze each particular case, brings along itsieebdsed on phrases found in the text of the dasefacts, and
circumstances. "Before, our system can predicicthet's decision only on the basis of a crime dniops of
each judge. We were able to predict the decisibmsferees on the basis of the documents anakybigh were
prepared by the court ", - said one of the studtigpants.

15. The principle of binding judicial decision. Theurt ruling, created with the help of artificiatelli-
gence, will be imposed on behalf of the State, thedobligation of execution is equal to any othefigial acts.
This foundation has a character of legal presumptitat the court decision is considered to be &siong as it
is not canceled in the manner prescribed by the law

Conclusion. According to the given above analysis, we can kmgcthat introduction of artificial intelli-
gence, as a subsidiary subject to the judicialesgswill not infringe existing principles of theatj but, on the
contrary, increase the speed, efficiency, trialnmss, as well as literacy and complete impartialitadjudica-
tion that in its turn will lead to the increaseqpfality of justice and the level of trust of citieto acting judicial
system.
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