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This article describes two major knowledge représon models — semantic nets and frames, poirits ou
their flaws, shows the possibilities to combinehlformalisms into a more powerful one, providing thotation
with necessary extensions, and recommends howitaidimg Lisp and UML as fundamental technologies.

Foreword

Semantic networks and frames are two formalisreed o capture information about the world and rep-
resent knowledge in forms that allow utilizing cautgr systems to deal with information from differenoblem
domains and solve complex tasks.

Some sources blindly claim both to be powerful and/ersal solutions for knowledge representation.
This isn’t just a bold statement, but a complefalge one. Each has its own conceptual flaws aadtigal limi-
tations, which narrow down a range of their possdpplications.

Semantic networks

Semantic networkSN) has a form of directed or undirected graphsigiing ofvertices which denote
entities or conceptions, amdlges which specify relations between them. The nundfexll possible relations is
finite — less than 300. Any other type of relatibipscan be represented as their combination.

Semantic nets are good only for one thing — exmgsrelations. Period. Any attempt to use them for
other purposes immediately draws their appareatd&ntages:

1) SN can't describe complgxocedural knowledgeonly very simple — linear — algorithms. In fattere
are much better notations for this task out theaetivity diagramsandflow-chart diagrams

2) SN can express only binary relations, which rseafot of redundancy;

3) even when it comes to relatiomstity-relationship diagranis a much more intuitive and expressive
tool (especially for depicting complex structures);

4) there is no standard definition of link names;

5) it's impossible to describe all aspects of peabldomain without using special extensions (likeldju
ers);

6) loads of vertices with the same name make d lmsearch for a specific node.

Frames

Frames were originally derived from semantic neksand are a part of structure-based knowledge rep
resentations. The basic idea behind frames refatdse human psychology: people tend to see redbves a
set of composite objects, where each one can bsifital as a member of a concrete group (type).

A frameis a minimally possible description of some ohjestent, situation or process — a part of a
knowledge base, which can be analyzed independiatty other fragments. Frames have solid struciacare
composed of standard elements cafileds Every slot has a name and contains a value.

While the frame model is a major improvement as&mantic networks, it closely based on the concepts
from object-oriented programmin@®@OP) paradigm and, therefore, inherits of loit®problems:

1) There is a huge difference between “real” olgjentd “knowledge” about them, so any class, which
encapsulates the information about some entityt bamnsimply modeled after it. Here’s an examplgmose we
have two real people — a male and a female. Tougse®d new human both need to have an intercoutsgiaa
birth to a baby. However, when we deal (on the Ydealge level”) with two frames, which representdageo-
ple (Male andFemale —both subclasses ¢ftumanBeing)there is no need to describe any special proesdur
(like “make_ove() and “give_birth()) to make a new frame. Actually, nothing stops fitecessing system
(whether it's a natural mind or artificial intelégce) from involving into the creative cognitiveopess — imagi-
nation — and generating fake knowledge, e.g. ergatn instance of human frame without a real copaté in
existence.

2) Incorrect or incomplete information leads tolkiva knowledge. Perceptual blindness and otheofact
(like expectations, emotional state) can have Sggmit impact on the whole perception process asdilt in
frames with empty or ambiguous slots. For exampleen a perceiver is being exposed to somethinthfofirst
time or for a short period, its consciousness eseatframe for this distal stimulus, but this framay be not
fully-constructed, because all properties of thmsitus are not known yet.

3) Uncertainty and difficulties with classificatiohet’'s imagine a man driving a car. It is evidémat
technically the driver is not a component of theitself, so he can’t be a member of tbar frame. At the same
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time when we view this system as a physical olijgat moves in space it can be represented as ke sntity:
man’s and car's masses sum and, along with thedspeéine how much kinetic energy this object pesss. In
this case both CAN be organized as some virtuaposite frame, containing all parts of the system.

4) It's difficult (and sometimes impossible) to neaghanges in the core hierarchy and hard to handle
ceptions.

5) Different pieces of information, combined in iagte frame, can't be represented as a sequence of
definitions.

6) There is no way to control the inference procastached procedures a lousy way.

7) In OOP there are three techniques used to expedsavioral aspect of classes (procedural knowledg
methodsmessageandgeneric methodNone of them is universal. They all is just aeEmence for program-
mers and not always correspond to how real obpgetttsif you decide to have a class for a cup -llithave no
methods, because the cup can't do anything owovis. Also, it won't react to any messages. Yetdhp can be
a participant of many activities: you can fill ifittv coffee, drink from it, throw it into your stupiboss etc. So
anything you can do with the cup should be desdriba generic methods. Now if you consider yoursalfa
human — you can respond to messages, but it'sousilfle to define a finite set of instance methmubsluman-
Beingclass, because everything you're capable of amndyloo behave was learned during your whole lifee(li
realizing that making your chief angry can get yioed). Besides, as for exceptions again, — objetthe same
class can act differently (just like people do).

The problem

Semantic networks and frames were the most progesnd intensively developed models for knowledge
representation. Despite their conceptual simplithgse formalisms have serious weaknesses andcoae’ all
possible use cases. So, clearly, there is a needrfew form of knowledge representation.

Let's summarize all apparent requirements, whiett model must satisfy:

1) Support for full declarative and procedural kiexdge representation.

2) It should be possible to express all kinds &dtiens, including N-ary (multiple).

3) Support for fuzzy logic (there must be a waggsign “certainty” level to attributes and relatipn

4) Multiple inheritance.

5) Prototypes and incomplete types (objects carobetructed even if full class specification igaibwn
yet).

6) It should be possible to specify value rangakrastrictions for slots.

7) The notation must be serializable and, if pdesilave a graphical form.

Semantic frames

When it comes down to practical realization theyealmost no difference between semantic nets and
frames, because both are usually implemented ubingame technique — via hash tables or assocetiags.
From this perspective relations and slots are gustotated references (pointers) to other nodestiésnor
frames). So, following this logic we can conclutiattit's possible to merge both formalisms into ersemantic
frames combining their advantages and overcoming lingtegt by using needed extensions.

There's no need to design the semantic frame nfiadalground up. In fact, it would be much more eas-
ier and cleverer to adapt some already existingrieglogy. The most obvious way is to utilize the powf S-
expressions and use one of Lisp dialects to imphtmelassifier and an inference engine.

From this perspective there can be several appesaohdo frames in Lisp programming language:

1) Build frames entirely on top of CLOS (Commonp.iSbject System) using macros if necessary.

2) Build frames using associative arrays:

frame = '(', frame name, frame type, slots, ')’;

frame name = identifier;

frame type = identifierreference

identifier =symbol | string | keyword;

slots ='(', { slot }, 9;

slot ="(", { pair }, )}

pair = '(, attribute name, '.", attribute dafa, '

attribute name = 'name’ | range’ | 'default-vdlladlowed-types'| ... .

3) Combined solution: use associative lists forib&ame structure and specialized objects for imgjd
values (references) and specifying their attributes

frame ='(', frame name, frame type, slots, ')’;

frame name = identifier;
frame type = identifierreference
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identifier =symbol | string | keyword;

slots ='(', { slot }, 9);

slot = '(’, slot name, ".", slot data, ")';

slot name = identifier;

slot data 2V/alue class instancgRange class instande.. .

As for graphical notation — it is best to use sldsagrams from UML, extending them with additional
sections for events and messages.

Conclusion

The progress in Al department heavily relies oni@ements from cognitive psychology, which studies
mental processes such as attention, language eseomy, perception, problem solving, creativity, ahishking,
as well as other fields of science (like quanturypsits) and philosophy.

Knowledge is the fundamental and the most impbtamponent in Al systems; it has specific charmacte
istics that clearly distinguish it from pure infaatron. There are many knowledge representation lepdach
has its own advantages and disadvantages, so ndmeno fully satisfies a well-established set ajuieements
of Al community.
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