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Therefore, the control system front-end has beaigded for cinemas of the Republic of Belarus. This
system will allow to make the process of poster ag@ment easier and faster. The graphical usefanteis
designed. This interface is clear to any commom wéthout any learning of working with a system.€fé is a
very detailed help page. It contains step desongtifor all user cases in the system. In case ohgvactions a
user will be notified with an error message. Inecassuccessful action completion a user will reee message
that the operation is successfully completed.
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This article defines the functional structure oé teystem to combat the abnormal activity of sofwar
proving the performance analysis.

Recently, with the growth of information technologyeconomy and industry, and the appearance of in-
formation, presenting a certain value, whethesiticertain production technology or a customeata,dthe
problem of information protection has become acute.

Thus, information should be protected from unauttent access and leakage. In terms of information
technology, the computer equipment, primarily cotapworkstation, company employees pose a particula
threat. [3]. One of the ways to gain unauthorizedeas to information is the introduction of thetsafe with
not declared possibilities that generate anomadatisity software.

The Functional Structure of the System

The automated system should be a software systatetéxt abnormal activity of software, as well as
eliminate the possibility of changing informatiomdaunauthorized access to it.

Abnormal activity detection system must meet tH¥ang requirements:

—  To analyze the running of the test process (appich

—  The ability to analyze the signature of the exeualatéile of the test process;

—  The ability to analyze network connections opengthle process;

—  The ability to analyze network traffic generatedthg application;

— Implementation of the decision-making by the opmrat automatically;

—  To meet the requirements of fault tolerance (tliler@ of the system components, malicious attacks
on the system resources);

— To save high performance during peak loads;

— Load balancing between multiple modules threatdiete,

—  Low load power and hardware resources of the coenput

—  Support for cloud computing.

Based on the above-cited requirements, the sysbemprises the following components:

The subsystem of information on network activitytieé application;

—  The subsystem intercept network packets;

—  Subsystem integrity monitoring system;

—  Subsystem threat detection;

—  Subsystem automatic response;

—  Subsystem load balancing;

— Remote Control Subsystem;

—  Administration subsystem;

—  The authorization subsystem.

169



MATERIALS OF VIII JUNIOR RESEARCHERS’ CONFERENCE 2016
ITC, Electronics, Programming

The subsystem of information on network activitydesigned for permanent monitoring of all the proc-
esses on the computer, as well as to retrieveatetat network connections, initiated by these sses.

The subsystem is designed to intercept networkgtadk collect data on all the network packets gene
ated or received by the processes on the computer.

The subsystem integrity monitoring system is desigio monitor the state of the system. In casecif a
dental or unauthorized shutdown of one of the camepts of the system, this subsystem quickly resttne
modified file.

The subsystem threat detection is the core of thelevsystem. It is responsible for the analysishef
events collected by the subsystem of network dgtamd the application subsystem intercept netvpardkets.

The subsystem of automatic response is resporfsiblhe measures, taken on the basis of threatdete
tion subsystem analysis.

The subsystem load is responsible for allocatimgtésks of analysis and decision-making evenly gmon
all the computers on the network in a situation nghthe server does not have enough hardware resoorc
when it fails. When the load is much greater tHaat bne which the basic analyzer can sustain stifisystem
automatically distributes the load for slow clienachines. The balancing runs in the following wiythe
server CPU usage is greater than 80%, the tran$feontrol over the management services on thatchea-
chines is commanded. The Management Service ctdsullae percentage of CPU usage and the amourgeof f
memory and writes this value down into the databfke Empirical formula has been obtained to calkeuthe
number of users that are currently possible toyaeal

PU. RA, 1)

PU,, RA. - experimentally obtained values of the CPU ugagreentage and the amount of free memory,
and PUc, RAc - the current values of the same patensy RT - number of threads in the CPU.

Remote control subsystem is responsible for theraatic execution of commands or applications to
block network traffic from the subsystem automagisponse.

Administration subsystem is designed to enablefuhetioning of the system in semi-automatic mode,
which makes the systems administrator or secuffiyes block applications or network traffic depeng on the
event that occurred.

Subsystems threat detection and decision is madieeoremote host. It is implemented on the conoépt
cloud computing, an example of which is presentef]. It thereby greatly reduces the load anddtesump-
tion of hardware resources, as the result of tladyars.

The presented structure describes the basic feaiireand it can be expanded to over-dependence
on specialization.

Performance Test

To check the analysis accuracy and the responsgetest applications have been created, the coe fu
tionality of which is to send a request to a rensmever. The ten test runs did not reveal a siogée when the
test application failed to transmit data.

The overall software performance has been checkettieo systems with 8GB of RAM and a quad-core
processor. The operating system was reset, to nzi@eithe impact of the other applications, runnimghie oper-
ating system, on the experiment. To emulate thegasing stages, multiple clients run threads ofeti@n were
performed. They processed the data from 100 clid@is results of the experiment are shown in Figg, 3.
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Fig. 1. Dependence of Memory Usage on the Numb@&liehts Processed
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Fig. 3. Dependence of the Software Operation Timéhe Number of Clients Processed

Analysis of the data:

— the amount of RAM used is directly proportionakihe number of clients served. The differences in
Fig. 1 illustrate the smaller sample of data faalgsis, which, respectively, requires less memorystorage;

— when there is a large number of clients at the damme CPU utilization approaches 100%. For this
reason, to process large amounts of data, it isale to use a dedicated server with lots of RAM a power-
ful multi-core processor. If this is not possibles recommend using the distributed processing;

— the time spent on data processing and decisionnmga&idirectly proportional to the workload of the
processor and does not exceed 100 ms.

The functional structure of the system to combatoaimal activity of software that has high reliatyili
and performance is shown through the use of digeibcomputing and cloud technologies. The maitufesof
this specific-structure is modular, due to whichthee lowest cost, it is possible to integrateitiaal modules
analysis and response. High performance is confifoyecarrying out load testing.
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