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The results of the comparative analysis of software
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As follows from the table below, the distributiondaproduction logistics are the least automatedsare
At the same time for production logistics there gpecialized solutions that are optimized for acBjgetype of
production. Most of the research focused on theraation of processes (via the formation of databasel
continuous updating of information). Based autoorasolutions reduce the time and simplify the pssegg of
the information to provide its easy storage anderedl of the necessary data at any time.

Automation is a necessary condition for the tramsito the next stage of the process control cotggan
optimization based on the use of special methodmdJoptimization methods enables the formatiogatditions
not only in the current situation, but in a variefyscenarios, provides flexible scheduling, thiitgtto quickly
make the right decisions in a changing environment.

Conclusion. The reduction of all types of costs associatetl ti¢ management of material flows, the cost of
transportation, warehousing, order managementhpsireg and inventory management, packaging, reufuofi lo-
gistics risks allow the company to free up fundsafiditional investments in new production techgiae and equip-
ment, storage facilities, information and compstetem, advertising, market research, etc. Optigagtics solutions
can be prepared by management of the company,nhoby the criterion of minimum total cost, but@len key
business factors as the time of execution of tderand the quality of customer service.

Nowadays on the software market in the RepubliBelfrus there are warehouse and transport manage-
ment systems. But there are just several solutimok provide function of planning distributaion gbods and
this software is very expensive. However, thera ieeed for such software in order to optimize itiation lo-
gistics processes in trade.
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SIMULATION OF ELECTROMAGNETIC WAVES INTERACTION
WITH HYDROCARBON DEPOSITS

YAHOR ADAMOVSKIY, VICTOR YANUSHKEVICH
Polotsk State University, Belarus

Examines the process of interaction of electromtgmneave with the electrodynamic model of the envi-
ronment of hydrocarbon deposits on the basis ofettisting theory of the interaction of electromatimevave
and plasma environments.
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To highlight the material objects on a backgrouhthe environment in practice usually used reflztti
characteristics serving as a tool to optimize tbetdcal parameters of the probing signal. Redeatdydrocar-
bon deposit can be represented in the form of &otaopic inhomogeneity on the track connection.

In general, the spatial orientation of the extem@imal to the interface and the wave vedtds arbitrary
(fig.1) and the interaction of electromagnetic wawith a local inclusion in the propagation pathradio waves
can be represented as the mode of oblique incideinaeglane wave with vertical polarization on theface of
the infinite with anisotropic impedance (in the eppmation of large characteristic dimensions afehegeneity
compared with the wavelength of the probe signal).
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Fig. 1. The geometry of the problem for the eletimgnetic wave with vertical polarization fields

The emergence of cross-polarization componentbenstructure of the field reflected from the anisot
ropic inhomogeneity of the plane wave with a giViekear polarization makes it necessary to studyaia of

Fresnel coefficient&yg, Ry for the vertical andR--, R-g for the horizontal polarization of the incidentwea
In the case of vertical polarization for electrometic waves selected coordinate system the follgwétations:
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where E,,© —the amplitude of the incident wave and the aonfji@cidence of the electromagnetic wave with
respect to the outer normal ,

Ex,, Hxy — the projection of the incident and reflected @swen the respective coordinate axes,

Z, — the characteristic impedance of the medium suding the anisotropic heterogeneity.

Fresnel coefficients are found by simultaneouslyisg:
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where R;, R R;: R, — modules,

o, @, @, — Phase of reflection coefficients.

Expression takes into account the structure ofréselting reflected wave in cross polarization atist
tions, which leads to displacement of the beanedttayy to the direction of propagation of the irgitiwave. In
the case of circular polarization, the receivedtetenagnetic wave will have a generally elliptipalarization.

The reflectivity of the medium above the hydrocartteposits under the influence of electromagnetic

waves with linear polarization mode pulse action ba evaluated by contrast reflection coefficidrgsveen the
anisotropic medium, and the underlying surfaceheyformula:

AR=20IgR, ~ Ryg| (15)

The coefficient of the underlying medium, Rith finite conductivitye, and permittivitys, for an elec-
tromagnetic wave with vertical polarization is givay:
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O
where £, =&~ ] e . the complex permittivity of the underlying sacé.
0
Was analyzed the interaction of pulsed signals aithyered medium of hydrocarbon deposits. The es-
sence of the study was to: define the charactesisti the reflected signal from the layer deptiwhich was de-
termined by the input impedangex .
The basic formula for calculating the input impedaof a layered medium:

— (Zz +Zl)+(zz —Zl)*exp(—z* jz* h)*

(16)

Zsx ; Z (17)
(Z,+2)-(Z,-2Z)*expE2* j,* h)
where h — the depth of the medium.
ValuesZ,, Z, u |, defined as:
Z2 - ILIO (18)
&*E,
Z,= Ho (19)
\/ &*E,
o= irerme reds 20

C
where | =J-1;
¢ =3*10° u/ c - speed of light;
Uy, =4* 1T*107" - magnetic constant;
&, = 2.5 - permittivity corresponding oil;
£, = 885*107**- electric constant;

&, =10- dielectric constant of the corresponding sandsaltdraction;
f — frequency radio pulse probing.
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To calculate the input resistance of the mediunewaken certain parameters of h and f, which woedd
flect the real possibilities of modern technologgars and mining. For example, counting the resistaf the
medium at depths of over 5000 meters impractical tduthe inaccessibility of hydrocarbon depositscivtare
located there. The frequency range is taken intauheter radio waves 5-15 MHz.

Calculations were made in the program MatLab, bietéor work with signals and their schedules. The
program was introduced the above formula and agpeechined range of depth h and frequency f. Thaltress
a three-dimensional array, displaying quantitagweironmental resistance of hydrocarbon depositejoths of
1000-5000 meters in increments of 1,000 meterdrémuencies of 5-15 MHz in 1 MHz steps (Table). Bar
array was plotted graphically displays the resoitthe study (Fig. 2).

Dependence of resistivity on the depth of the medand frequency radio pulse of the probe, Ohm

f, MHz /h, m 1000 2000 3000 4000 5000
5 63 127 104 69 224
6 60 236 60 230 60
7 62 150 85 82 158
8 71 78 229 66 87
9 91 60 112 220 77
10 127 69 60 87 191
11 186 117 81 64 60
12 236 230 220 207 194
13 213 163 121 93 76
14 150 82 61 63 89
15 104 60 77 194 155

50

Fig. 2. Map of resistance depending on the depthemedium and the frequency of the radio pul$enO

The analysis presented by the graph shows thajrdaest resistance to 200 ohms, the environmisat, t
parameters corresponding to the sand and silidradtas at frequencies of 11-13 MHz for all depfitse peaks
of the resistance of the medium are also obserudtieocoordinates:

—  2km-6 MHz;

— 3 km-8MHz;

—  4km-6and 9 MHz.

In other areas the frequency and depth of the medasults show an average resistance of 100 ohms.

In this article we were calculated describing theppgation of pulse signals in environments of bydr
carbon deposits. It was also modeled the intenactdiopulse signals in a layered medium, calcdlat@ame-
ters of the input impedance of a layered mediumag of the resistance depending on the depth ahtigium
and the frequency of the radio pulse.
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This investigation may be useful for detection plitocarbon deposits by comparing the values ofrthe
put resistance of the medium layered over themchvhas been calculated in the course of this rekeaith
respect to the received practice, that may be Lsefureal geological exploration.
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ANALYSIS OF FINE STRUCTURE VOWEL SOUND
OF THE SPEECH SIGNAL USING WAVELET TRANSFORM

IRYNA BURACHONAK, VLADZIMIR ZHELEZNYAK
Polotsk State University, Belarus

The paper presents the comparative analysis of snoteer wavelets and the investigation of the effec
of varying of the frequency characteristics and tyy@e of mother wavelet on the results of the ved\aatalysis
of stressed and unstressed isolated Russian larguagels of various speakers. The descriptiverieasieelet
representation of time-frequency domain of a sigaahvestigated on the basis of complex Morleteletwhen
changing the scale factorsuab.

A number of published works study the primary feasuof the speech signal: pitch frequency (a neces-
sary criterion for determining the presence of shaa noise) and formants (the source of infornratiot only
about the speech signal, but also about the ingiidigns of the speaker). Known analysis methddspeech
sounds are based on the spectral model of a stayisignal. However, in the speech signal the nmfstmative
features are changes of its time-frequency chaiatits. To implement the analysis of both frequeand tem-
poral characteristics of the signal it is necessanyse basic functions having properties of timegrfiency local-
ization - wavelets.

Effective methods of wavelet analysis of the fitecture of the speech signal were considered IRalek,
A. Amrouche, L. Fergani, H. Teffahi, A. Djeradi, Basskazova and others. In work [1] by V. Solov@viRybal'skij,
V. Zheleznyak, a three-dimensional Skeylogrammbegs received on the basis of Morlet with the erpartally
established constant parameter width of the wau¢letpresents a fragment of the phoneme "a" @Rhssian lan-
guage as a set of multifractal structures. Howekieruse of permanent settings for all wavelesfams may signifi-
cantly affect the interpretation of the results;éaese when you change the characteristics of sheitgal you can
obtain incomplete information of its fine structufdius, a more detailed analysis needs choosintypleeof mother
wavelet and its parameters. We repeated the exgrari@sults with constant wavelet parameters fograttressed and
unstressed isolated vowels of the Russian langoiagarious speakers. And we further investigateditifiuence of
the change of frequency characteristics and the ¢fpmother wavelet on the results of wavelet aislywWe com-
pared some mother wavelets and investigated diégeripss of the wavelet representation of timetfeagry do-
main of the signal when changing the scale fadasdb .

From the comparative analysis of known wavelet fioms [2-4] (Gaussian type, "Mexican hat", Morlet
and Meer) of the fine structure of the vowel souofithe Russian language their time-frequency fansations
are obtained [5]. These wavelets have a minimuprapberties, which provide full opportunities in tteehnique
of transformations, and have properties of timepfiEncy localization. Of all the investigated wavélactions,
complex Morlet wavelet has a narrower Fourier timms and more prolonged in the time domain (fig. The
presence of a dominant frequency allows varyingcility of the complex Morlet wavelet in the freancy
domain.

In the time domain complex Morlet wavelet is a cterpexponent modulated by a Gaussian function.
But in the frequency domain complex Morlet waveteshaped by Gaussian window with a central frequen

f, and width B.. Thus, the frequency range covered by the compleret wavelet window is limited to an
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