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is useful to apply the ‘establish conformity’ tagksreveal the knowledge of definitions, because question
helps reveal the knowledge of several definitiokiso it's better to reduce the number of taskshef tomple-
tion type, because the check is performed autoaibtiand there is high risk of correct answers, inuthe
wrong form, with misprints, connected with the usad synonymous, etc.
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In this article we propose research for existingagnition methods of text fields on documents with
flexible forms. Description of adaptability of fleke forms processing from different spheres fonlkbaard de-
tails recognition is presented. This approach wilbw us to recognize all the information fields d¥ypank card
image with minimum user contribution. This will gieta user of routine procedures.

M-banking takes a special place among innovatiwsesys and gives an opportunity to manage banking
account with the help of a mobile device (smartghontablet computer). Full access to the persacedunt for
the client gives a bank card. It is very important frequently used instrument and it is necessarige its us-
ability convenience in the process of mobile agtlans development. Many M-banking apps require ualn
entry of bank card details (all information fieldata applied on the card) into the system for panrtransac-
tions and it is not an easy task for the user. Phigess is time-consuming, it requires attentiserend dili-
gence. This article is to help to solve this prahle

Many bank cards have a size of special standard7/&KD ID-1. Card design has some restrictions. In a
specified place there is a payment system logohiclwa card belongs and bank card details infoondields.
The other card space design is decided by the lizarkl number is embossed a bit lower of the canteceand
it contains 16 numbers. There is a validity penotler its number. Beginning date is not an obligafeld
while an expiration date is an obligatory elemédrdholder’'s name and surname are embossed oim¢hied-
low. Embossers with Cyrillic script are used in Bas and Belarusian systems, international paymgstems
use Latin characters. Cards with microchips hawtaadard microchip place — in the left part, over first
numbers of the card number. On the other side tkeaenagnetic strip with the main identificatioridrmation.
Lower there is a stripe for the cardholder’s suipsion.

Plastic bank card design is an important carriebarfk brand and it gives freedom and unpredictgbili
for the card-issuing bank designers’ and markesipecialists’ invention. That's why it is impossititerely on
any graphic characteristics of the card. It carehavwy background color. Its color can coincide Wit ground
color on which it is placed (camouflage effect)lelids to the insufficient contrast at the carddbos and “false”
borders or gaps. The same effect can be observed ¥an the card backgrounds such textures as leathe
wood are used. Taking it into account, there cam lpeoblem with bank card recognition when a caldiro
places a card on the wooden table ground (figot&ather wallet. Glossy surface plastic is thénnmaaterial of
which bank cards are made. It has strong reflectiagacteristics and with the bright light it giveghlights and
flashings (fig. 1b). And vice versa, if there is emough light, and imagination can be soft or yo=sed. A mo-
bile device will perform card details recognitiondait imposes strict requirements for the compateti com-
plexity and algorithms implementation period.

Fig. 1. Bank card problem spots examples:
a — coincidence of the card background color andipaknd color of the imagéd;— highlights and flashings;
¢ — insufficient contrast with the card backgroumltbc, d — complete color coincidence of the card detaits its number
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The following problem is unpredictability of placent, angle of rotation and the degree of perspectiv
distortion, depicted on the bank card shot takethkycamera. It is necessary to take into accdaitthe card-
holder can place a card in any way. Charactersgréezed on the card surface have strict print type fixed
position but can be placed on its surface in aifiit way. It is also necessary to take into accthat there can
be Cyrillic script in the cardholder’'s name fielBublimate heat transfer printed data will be défdrfrom em-
bossed one. Embossed characters are over theuwfadesand it can make shady parts around everpalyand
there can be slight flashings on the tops. Theneatso be an insufficient contrast of the placearatters on its
borders with the background (fig. 1b) or full cdaence of symbol color with the background colag.(fL.c).
This is the case of sublimate heat transfer pritgetl The presence of other characters on the (eguakt from
bank card details) for example payment system nédBedcard”) shouldn’t also be excluded.

Bank cards are typical examples of documents vékilfle form so any data recognition algorithm can
be applied during its processing. There are chariatits of the studied algorithms related to thecpssing
stages in table.

Algorithm suggested by Sheshkus-Nikolaev descritmeapproach to the flexible forms fields recogmitio
using an example of credit card expiration datethArts don't describe image pre-processing, but$amu the
template search of data fields on the card suidadeon the ways of algorithms improvement througrtening
of the number of fields and template framework iaygment (fig. 2).

Authors emphasize that this algorithm is orientedtlte mobile devices. The way of separation from a
background is not reflected in this article, thare only references to the sources. Having stutliesk sources, we
can distinguish some transformations that allogaba rectangular area on the image: the medtan ifila nonlin-
ear digital filtering technique, often used to degoCanny edge detector operator usage and Radonamam&dr
line detection on the image. Authors have a dagb&€000 bank card images and estimate the agcofate
developed algorithm at 99,51%. Taking into accabose restrictions that a card image should besglacparallel
with the camera plane, all the scripts should bbassed and Cyrillic characters recognition won’sbpported.

Modern algorithms of data recognition on the docatmevith flexible form and its characteristics
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Fig. 2. Strictly labeled search zone using VISAdcaxample

Next Algorithm [2] is a description of steps series processing ofnbssi cards that allows getting fields
containing textual information. At the pre-processstep this algorithm makes the original card ienao gray-
scale. After that there are two stages. At the sitage it divides background by crude approxinmaté the second
on the surface that is divided from business caakéjround connected components are found andfidds<trude
approximation algorithm is described as followiag:image is divided into fixed-size sets. The longe set, the
more likely that words staying in one string canfi@uded into one set processing. The less ibeght, the less
likely this set will cover some lines. Authors idiied an optimal balance between width and hegtthe set de-
pending on the initial image and approximate famé.sEvery set was classified as an informationoseback-
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ground set based on dispersive volume. If dispersidume wasn’'t more than a specific threshold,afea was a
background set, and vice versa, if it was more thapecific threshold, it was marked as informasien Informa-
tion sets selected by iteration connect and makeremt components. Further experiments showectctiedrent
components can be not only in a form of a textdisn in a form of photos, logos or speckle. Toolkgas (less
than one symbol size) are regarded as specklesybath height is more than one threshold symbdlsialth is

more than maximum possible threshold symbol arardsgl as horizontal line; height of which is mdrart two

lines and width-less than some characters arededas vertical line. Logos are also divided bysike of thresh-
old sets. Then there is a process of thresholdibaten which divides a text from image backgrouAdthors

estimate the accuracy and effectiveness of thelafge@ algorithm at 98%. This algorithm can onlyused with

simple images without any background or if an abjgplaced on monotone surface. Background tembigaken

into account.Projective transformations are notenaext size is fixed.

Algorithm in [3] also presupposes information mgaition on the business card. An image capturethby
camera is transformed into grayscale. The fir$t im0 localize business card within an image.afproach to the
card search on the image is based on the edgessigion technique. Sobel edge detection is usédda border
between card and image background. Detected badeggojected onto parametrically set lines. Thegecrossings
between lines. The final result of the detectinfpis crossbar units assigning a business car@ésnghe Sobel edge
detection algorithm use convolution filters acritesimage to highlight the edges with 3x3 sizeifgjdan initial im-
age. Hough transformation is used to transforraated edges into parametrical mode. Card imagerasrevaluated
by the diagonal lines crossingpoint and requiradsformations are calculated. Sentences, wordslarecters seg-
mentation is considered as two different typesgh®entation. External segmentation is the distsigiog of articles,
sentences and words. Internal segmentation digtimegi characters. To classify characters the audes feed for-
ward neural network based on obtaining histograncipte.

In [4] an approach to optical character recognition (O@RANndroid platform using an example of busi-
ness card is described. The first algorithm impletaiéon is carried out in mathematical space MATLABe
author explains some moments important when pnegan image to get into Tesseract OCR system [a4nT
the author points out a simplified implementatidnaa app on Android. He considers this algorithra te-
source-intensive and difficult for mobile devicdesseract OCR algorithm presupposes the followiegss
Colorful or grayscale image gets on algorithm emtng an object should be close to the camera. OJelY
adaptive binarization makes an image binary (bko#-white). Foreground object supposed to be béamk
background-white. Then optimal threshold valueatcualated. It divides two pixel classes in such aywhat
dispersion is at a minimum rate. Connected compsnkabeling. Tesseract looks the entire image’ aaf
through and identifies foreground pixels and matles blobs or potential characters. Lines of theure found
by analyze the image space adjacent to potentiabcters. This algorithm does Y projection of theaby im-
age and finds location having a pixel count lessth specific threshold. These areas are potdints and are
further analyzed to confirm. It finds baselines éach of the lines. After each line of text isrdu Tesseract
examines the lines of text to find approximate teaight across the line. This process is the §irsp in deter-
mining how to recognize characters. The other bBHetting up character detection is finding theragimate
character width. This allows for the correct incesttal extraction of characters as Tesseract walksd line.
Non-fixed pitch spacing delimiting — characterstthge not of uniform width or of a width that agseeith sur-
rounding neighborhood are reclassified to be prEmb$n an alternate manner. After finding all tef possible
character “blobs” in the document, Tesseract dbesatord recognition word by word, on a line by linasis.
Words are then passed through a contextual andicticdl analyzer which ensures accurate recognitiRac-
tangular objects detection stage in all the alpor# considered is made with pre-processing tramsftons
(Hough, Canny, Radon operators), but the differéadeo slight among other algorithms and specifiedffi-
cients and threshold volumes can be applied for paiticular cases.

In this article we examined main elements of thekbeard, indicated problems arising in bank card in
voice details recognition, enumerated existing allgms and described its operations. On the bdsialyses
we distinguished stages that should be used dueoggnition algorithm: distinguishing of an objdatm a
background, characters location by template framkwaharacters recognition by the Tesseract OCResysit
is intended to improve image pre-processing algorit adding perspective restoration steps and adédltfiltra-
tions and also to make it possible to recognizeilli@ycharacters. It will definitely improve the cegnition
process and make it more reliable for a larger ramolb cards.
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The purpose of this paper is to describe the kagtp@f the implementation of clustering algorithm
means on the graphics adapter using Nvidia CUDAnetogy. To compare the performance for parallegr
essing and structured programming shows the impiéatien of the algorithm on the CPU. Results ofezkp
ments are presented.

Nvidia CUDA is an architecture for General-purp@senputing on the GPU, which acts as a powerful
coprocessor. With this technology, developers béllable to optimize applications using parallel pating on
the GPU by using augmented essential functiongCthhi@nguage without learning a specific API for wiack
with graphics accelerators. When using parallel matng becomes possible to speed up the audio &l v
encoding, calculations of various physical phenamemdeling of complex systems, and other resdasi(s.

When developing applications using CUDA availaldxible memory organization of the video card, al-
lowing on the one hand to speed up access to fnélguesed data, and on the other to download largeunts
of data for processing by the GPU. At the same tineescale of parallelization is not limited toeaftens of
streams, and provide developers tens and hundfetiewsands of streams of threads simultaneoudig. de-
veloper is not required program management of ei@tthreads on physical cores of the GPU, sintedbn-
cern takes on CUDA driver [1].

For a visual comparison of the performance in palrabmputing let's apply the k-means clusterirgy, a
when it is running there is a lot of similar opéast that can be performed in parallel.

When calculating the k-means algorithm, the elemefthe input array are divided by the given numbe
of clusters the most similar attributes. Choostmgyitumber of clusters based on preceding obsengatiotheo-
retical assumptions. The algorithm consists of sdvaeps: original definition of cluster centergaterative
refinement technique. The algorithm is consideraethete when the condition matches the new clicstaters
with those calculated in the previous iteratiorthe centers, or after a certain number of iteratiohthe algo-
rithm. Next, compare the speed of clustering k-rsemnthe CPU and GPU with CUDA technology.

When implementing the algorithm of k-means on th&UQused procedural programming. As a result,
each iteration is performed a large number of rgunfathe input array elements and centers of dlsistes well
as auxiliary arrays for storage elements and ngefac determining membership of each element tadésred
cluster. Therefore, an increase in the number mitielements or the number of clusters increasedgéat pro-
portion to the execution time of the each itergtiamd thus the entire algorithm as a whole. Thedisting that
implements the algorithm on the CPU is shown below.

do {
for (inti=0; i< kinum; i++)
{
for (int j = 0; j < elcount; j++)

{
tmp = (parr[j] - centroids[i]) * (parr[j] - centroidsi]);
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