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The task of the construction of one legal routé¢him space of the square matrixes of the n-th oisler
considered in the article. This route connectsaentity matrix with a certain matrix the last colaraf which is
a preassigned n-dimensional vector-column codioeeti with the last column of the identity matrix.

Let's consider Euclidean n-dimensional spad®’. Let's denote the vectors of the canonical
orthonormalized basis of this space by meang pofi = 1,n. We take up the spadel,, along with the vectorial

space R" . The spaceM, is the space of the square real-valued matrixesnobrdern with the spectral
n

(operator) norm [1¢.355], i.e. the norm, which is induced &n,, by Euclidean norm in the spacR”. We
give the following definition.

Let &,...,&, be the sequence of vectors from the spatewherep is a certain positive number. The
sequence of matrid®),...,R O M, is called p- legal route (concerning the sequence of vecrs which

connects points}, and R, if the unequality is in progressetR=p, i =0, and vectorsy; OR", i =1| are

found, and in everyi =1| the following correlations take place

R-Ry=§ .
A natural numbel is called the length of the legal route [2].
The legal route is an auxiliary instrument when welve tasks of the global controllability of difét
asymptotical invariants [2—6] of the linear nontistaary control systems of the ordinary differehguations
of the following type

x= Atx+ BHu xOR", uOR", t=0. (1)

So, for example, with the help of the appropriatsystructed legal route [2] we got the proofstaf global
controllability of Lyapunov's exponentsdimensional linear systems (2) with the sectigneltenly continued
factors, as well as of two-dimensional [3] and éhdimensional [4, 5] linear systems (1) with locgkgrable
and integrally bounded matrixes of the factoksand B ; we set the global controllability of the compglet
summation of Lyapunov's invariants [6; @, 281-325] of the two-dimensional linear system$ \ith a
continuous and bounded matri and with a bounded piecewise uniformly continumagrix B .

In our research we drew on the method of the cocistn of the legal route for the square matrixethe

second order [3] and found the legal route in thece M, of the square matrixes of the-th order. This route

connects an identity matrix with a certain mattig tast column of which is a preassigned n-dimeradivector-
column codirectional with the last column of theritity matrix.
The main result of the paper (theorem 2) is baseldmmas 1,2, theorem 1 and its corollary.

Lemmal.lf we have any numbe8 <3, B< 1 and arbitrary identity vector€; OR", i =1n with the

estimation | detg; ... &£, & & among vectorsy; OR", ||v; ||=1,i =1,n which meet| detp, ... v, 1B, for
everyl 0{1,...,n} , there can be found at least one vectprat which the following correlation is correct
|detfy ... &1V &41.-- &n [£OB /N

Let's denote normalized bases formed from vecigg) OR", i =1n for every j =1n through B
i.e. a set of vectors

B ={vi(),va(i)vn ()0 G =19 [ YR =B}
The volume of a system of the vectors (ba&'s){vl,vz,...,vn} OR" [8, c.260-261] is a non-negative number,
which is equal td detB|=| defv; v, ,..v,]|.
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Geometrically lemma 1 means that for every two ba@8e u B, from the space ofR", which have a
sufficiently large volume, and for every vectey 0B, there can always be found at least one vectars,,

so that if we replace; by v,, we get a system of vectors frofy , which will be a normalized basis in tH’
This system of vectors has a sufficiently largeuna¢ (it depends on the volumes of ba®gsu 5,).

T heorem1We have a canonical basss, i =1n of the spaceR". For random number§0(0,1]
in everyn the set of the identity vectové(li),v(zi) ,...VEP OR", i=1n with det[vf) ,v(zi) ,..vﬂ) 1= B,ther can be

found at least one vectond) . This vector belongs to thie-th set and at which the following inequality is
correct

|detwP g, 6,...0 18 B/ =5,, |detiW? W) g.. eHS, ...
| detin® w® w®  wh) 1ps
Geometrically theorem 1 means that for the canériesis of the n-dimensional vectorial space
8,8,...6 0 R and an ordered sequenceromormalized baseSs; , i =1,n of sufficiently large volumes in

every of them there can be found at least one vec%&ﬂ%i . Jj 0f4,...,n}, . If we coherently replace every
vector g for v(jii) 0%;, we get a system of the vectors from the canomiaais
: 1) (2 k . .
B; :{v(jl),VJ(Z),...,vj(k),q(ﬂ,...,eh}, KO, k=1, n

This system of the vectors will be normalized basethe R" sufficiently large volume (however, this

of a
system of the vectors will possibly have the diggtbpposite to that of the canonical basis).

Observation.If for vectow®, i =1,n , described in the theorem 1, we put
Vi :=sign(detp; v ... Vi—1W(i) G+1--- @ M), i =1n
we’'ll get inequalities
detv, & .,683,...§¢]20,, det),v,.8...6E0,, ..., detfvoVva.,.v,20,
Corollary totheorem Matrixes
R=ER=M&. .8l B=[¥v % & ..@ . ... P=[¥¥. .0

in which vectorsv;, i=1,n are determined by theorem 1 and observation, confim the spacenxn-
matrixes &, -legal route relative to the sequence of vecters i =R,connecting pointE u B,.
Lemma 2.For any numbersO<d4 1 and 0<¢ <& 2and arbitrary identity vectors; OR",

i=1n with the estimation| det E; ,&,,...&, |[B® if for the identity vector& OR" the inequality
<(&k.&k) < ¢ is completed withk O{1, ..., n} , the correlation|det ;.85 ,...6x-1 &k &xe1---4n 120 /. s
correct.

Geometrically lemma 2 means that if we have «thgadure» of one of the vectors of the normalized
basis by a sufficiently little angle measure.(ifeve replace one of the vectors of the normalibasis for an
identity vector situated together with a removalaetor in a cone and the cone has a sufficieiitthg langle
measure), the system of vectors which we get wilhlso the basis. Its volume can change insigmifiga

When we make the legal route and work with vectdrdifferent normalized bases of the spaR®, we'll
reckon that the following operations with theseteexz are executable:
1) expansion (shrinkage) of every vectors. (nultiplication of the vector by the real number);

2) substitution of every vector from every basis such two identity vectors of the spaB€ which are
«deflected» from the replaceable vector by a defiity little angle measure §. situated together with a
replaceable vector in the cone of a sufficientelitingle measure) and a certain linear combinaifowhich
gives a replaceable vector.

The relevancy of the introduction and feasibibifythe given operations on vectors of normalizedds

of the spaceR" follow from the possibility of their introductioand justification when we solve the main
problem — the problem of the global managementyajunov's exponents [3].
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T h e or e m 2Suppose that for a random numb&(0,1] we get the identity vectors
V1, Vo, .,V OR" and detR, :=detp; v, ... v, B d, takes place. Then for any non-zero vectbrd R,

found a vectowv,o, which belongs to

which is codirectional with the vector,, and everyi =1,n . .. pd

the i-th set of the random identity vectorsw; () OR", j =1n,that meets the inequality
|det[\l\{|_(i),W20),.. Wh Q)]ZBD (0,1], and the sequences of the numbersOR bounded on the module
lai g @ BY (Ih |F 1) =y, i =1n and o; 0{1,2}, that if the correlations are correct

a=22"2n(lh |+ Do BY" and ¢ <arcsin(lia)
then for evenyi =1,n and for the vectorst , W [0 R', the conditions are correct

w l=w =1, <6 w 56, < @@ w3o,i=In

and a certain linear combination forms vecmP, the following equality takes place
h=v, =W +a’wh+...+a)w,
and the following estimations take place

detP, :=deth;+ € 1flaw V5 ... Vo1V BO,
detP, :=deth;+ € 1faw v, ... Yoo Vp+a' Wy B3,
detP; :=detpy + € 1law v+ € 1§2aw, ... vV +a' Wi B3,
detP, :=deth;+ € 1flawg yo+ € 1520w, ... vV, O Wabw,] 28, ...,

n
detPy,y = dethy+ € 1faw v o+ € 152aw,... v ot € 0 Taw v+ aiw |-
i=1

=det; + 1ftawy v, + € 1f2aw,, .. vog+ € 1§ law,  hB 3.
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