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FOREWORD

Communicative Linguistics has been written for semniversity students
of Philological departments as an introductory seunto the theory of speech
communication. Always with the students in mind thehor has tried to show
major topics in the theory which seem to be of semterest for future
teachers, translators, philologists and all thoke deal with language in use.

The introductory chapters are concerned with thetrbasic concepts of
communicative linguistics. As the English sayingspi, before you run, you
must learn to walk. The first three units of theurse cover those topics and
terms that are necessary for understanding almoghiag else that concerns
communication and language in use. Thus units 12apresent the concept of
model and show how language and other codes wagkther to produce
meaningful communicative events.

Further, in unit 3, the course focusses on thechast of communicative
linguistics which is speech act.

Understanding the theory of speech acts gives lasigoing deep into
the origin of language in a communicative subjgcbmprehension of the
ontogeny issues together with the knowledge obtisc concepts uncovered in
units 1 — 3 really allows students to ‘walk’ in comnicative linguistics. Now
the issue of the ontogeny is generally considerathirw the scope of
acquisitional linguistics. But since the curriculuwh philological departments
doesn’t normally include the subject we thoughtige to have the issue of the
ontogeny in our list of major themes in communwatlinguistics for future
teachers and philologists. It radically widens tiwizons of the readers and
helps them to understand much better the role muage as an activity and
form of human behaviour. Besides it is of tremersdpractical value for future
teachers and parents, as well as for philologrstist@nslators.

The author also hopes that the theory of techncédgieterminism and
the theory of implicature with its four basic masinof conversation will
encourage students to reconsider their understgrafinow language works to
achieve effectively various goals of communicatobgth speakers’ and
listeners’. They will also encourage them to thotkhe impact modern media
have on linguistical aspect of human messageshance on language.

Final chapters are focussed on prime forms of comoation, oral
and written.

The course gives the students an ample opporttonggt acquainted with
fragments of important books and articles whichspn¢ widely debated and
often contradictory ideas of the issues covereth@book. The students also



have a chance to try out the theories presentdgeirctourse in a series of case
studies or discussion questions or else in spgai@Vised tests. The latter are
only seemingly easy and simple.

The author has made a special effort to produceuasse that students
could enjoy and appreciate for its practical emghahe material incorporated
in the book has been tested with students of thdidbndepartment at Polotsk
State University for five years. That's why the moped version presented in
the course is truly the result of a team efforte Buthor would especially like to
thank a group of students of the English departnvdmd had the course in
2006/2007 academic year and who actively coopenmaiddthe author to make
the publication of the book possible. The mostvactnd devoted ‘friends of
communicative linguistics’ are on the photo at blaek cover of the book. They
are K. Maksimovich, V. Botkina, M. Brykoon, T. Ph&kovich, A. Pushnyakova,
L. Anufrienko.

The author would also like to thank the reviewefrshe book for their
helpful critiques. They are lecturers of Minsk Limgtic University: doctor of
philological sciences, professor D.G. Bogusheviot eandidate of philological
sciences, assistant professor A.M. Fyodorov.

The author is quite well aware of the fact that tinés of the book only
scratch the surface of the major field of study akhiis communicative
linguistics nowadays. Yet, they are essential tareestage for what is to come.
A general understanding of the themes coveredarcturse is sure to provide
the reader with a solid foundation from which ferthinguistic education within
master courses or post graduate courses can start.

In constructing our units we drew heavily from bkareva (Minsk,
1997, units 1, 2, 4), M.A.K. Halliday (OUP, 1992its 3, 7) and supported
our presentation of linguistical theries with dgisgen in a number of other
well-known books.



THE COURSE CONTENT

Theme 1.Communicative Linguistics as a science. Objectivais
Communicative Linguistics. Language as an objechodelling.

Theme 2.Modelling of Speech behaviour. Branches or diredtian
Communicative Linguistics.

Theme 3.The origin of language in a speaking subject.

Theme 4.Speech Acts. Philosophical Background and limitagiof
the theory.

Theme 5.The medium. What part does it have to play? Medamd
discourse (text) characteristics.

Theme 6.Universal conversational principles. Rules of caapien.
Theme 7.Written Communication. The complexity of writteamguage.
Theme 8.Spoken language.

Tentative Content of the Seminars for the course

Theme 1.Language as the centre of many scientific inquilidsdel as the
basic notion to explain any scientific approaclphenomena. Models of language
and their types. Language as the organizer of humstimity. General view of
language from the perspective of communicativeuistes.

Theme 2.Communicative approach to modelling. Communicatiod its
constituent parts. Motives, intentions, addressaldressee, media, codes,
settings, noise.

Theme 3.The issue of the origin. What is protolanguage? M.A
Halliday’'s hypothesis. The developmental analogyhor@sky’'s view.
Evolutionary interpretations.

Theme 4.The originators of the speech acts theory. lllandry acts.
Perlocutions, Locutions, Performatives. Interpretadf the theory.

Theme 5.The Medium is the message. Media as extensionowie s
Human faculties. Electronic media and the theorglobal village. Media and
discourse characteristics.

Theme 6.Cooperative Principles of Grice. The conversational
conventions or maxims, which support the princigjeantity, quality, relation,
manner. Maxim of politeness.

Theme 7.The role played by written language. Its complexltgxical
density theory. Frequency parameter. The clausendland nominality.

Theme 8.Speech and transcription. Prosodic features ofeap&nguage.
Specific structure of spontaneous speech. Lexiparsgty. Complexity of
speaking.



CREDITS FOR VARIOUS TYPES OF ACTIVITIES

Ne/Ne Activity Credits
1 Essay. 35
2 Publication of an article on any issue of the ceurs 40
3 Summary on any item from the bibliography list. 12
4 Review of any article from the main or additioriatd for 7

further reading.
5 Review of any book from the main or additionaldist 2
6 Thematic talk on the above books or articles. 10
7 Research into any issue of Communicative Lingusstic 30
8 Attending conferences on the subject. 4
9 Attending classes in Communicative Linguistics. 2
10 Reviewing other students’ presentations. 2
11 Notes of preparation for the seminars. 2
12 Final testing. 2
13 Course Paper on any issue of the subject. 100
14 Diploma Paper. 100
15 Translation of any chapter or article on the issafes 35

Communicative Linguistics.

16 Developing a list of further or additional readioig any block 4
from the course.

17 Presentations at the conferences on the subject. 40

Based on &mpaBounuk crymenra ncuxojoruu» / ben. roc. mex. yH-T
uMm. M. Tanka. —Munck, 2002. -C. 10 — 12.



UNIT 1: LANGUAGE AS AN OBJECT OF MODELLING

[. Outline

1. The significance of language for the study ofmlam nature and
communicatuion.

2. Model as the basic notion of any scientific anqu

3. Functionalism as an approach to language study.

lI. Objectives
After reading the below stuff you should be able to

— explain why language has always been of particigmificance for the
study of human nature;

— define what model is;

— specify what models of language are availableauays;

— comprehend the interdependence between langimagiei® and its function.

lll. Key words: miniature, activity, cognitive, archtype, inferenggenerative,
representation, functional, communicative, stat@malysis, entity, dynamic,
synthesis, structural, endowment, generalisation

IV. Models of language
Consider the below fragment of communication:

A:;.  Why didn't you talk to me the first time | appro@&chyou?
B I didn’'t know what to say.
A, You have trouble talking to people?

B,: I got out of practice.
(Bernard Slade, Tribute)

Does the speaker in Bnean to say that he doesn’t know the language or
that he is out of the habit of using it?
Is using language a special field then?

Linguistics nowadays can shed a lot of light on lveevuse language when
communicating. Linguistics has always been in thater of many scientific
inquiries dealing with human beings. It is concermgth shedding light on the
essence of human nature, the work of the brainlathve of human society, the
process of cognition; on the acquisition of knowjedits accumulation and
transition; on the mystery of ethnic diversity lé thumanity, cultural heritage and
political conflicts, and a lot of other things peppo human beings.

There are several reasons why language has beewilam® of particular
significance for the study of human nature. “Orihad language appears to be a true
species property, unique to the human species @s#entials and a common part of
our shared biological endowment, with little vaaatamong humans... Furthermore,



language enters in a crucial way into thoughtoactand social relations. Finally,
language is relatively accessible to study” (N. @kky, 1986, p. 2).

Language penetrates into different spheres of huawawmity as well as the
“activity” of language itself, and linguistics i®lated to other sciences and
human activities where it shows itself to be a ya@ctical study.

To begin with, let us draw a line between our krexlgle of language as our
common endowment, on the one hand, and the satemiddelling of language
as an object of study. To make this distinctioraglé will borrow a comparison
with facts from our everyday life.

Every user knows how to handle a TV-set. We knoat T/-sets may be
different in qualities, capabilities and prices.t Bot all people understand how
a TV-set works, nor do they understand the strectira TV-set. That is, few
can build or repair one. These few are acquaint&ti ¥he principles of
modelling and not just the principles of using. éwise, every human being
knows some language and uses it without doubtstatsomature and functions,
but only few know its general principles, laws astducture. These few are
linguists, and they understand how to build andrpret linguistic models. This
example accentuates the significance of the s@ierdpproach to different
phenomena, including language, and later we wdllsmw true this is.

The basic notion that explains any scientific apploto phenomena is
“model” (from Latin modulus— small measure)Model is a copy, image,
structural design, miniature representation of lgjea, a pattern of something to
be made, a system of postulates, data and infesexsca description of an entity
or state of affairs, archtype. The process of modglthen, consists in planning,
construction of a model or an archtype, imitatittnfollows, therefore, that
acquisition of any scientific knowledge differs essgally from that of common-
sense knowledge. These two perspectives may bedcampirical and
theoretical ones respectively. Scholars in thejuines aim to discover the inner
(deep) structure and nature of their object, to m@inend, model and interpret
the hidden and the unobservable. The process ehtda cognition unlike
common-sense observation includes analysis, symsthgeneralisations and
inferences leading to conceptual foundations adreme. This distinction explains
the difference between a person who speaks a lgegqarad a linguist concerned
with the representations of language laws, i.edetsof language.

Models of language are of different types dependimghe particular goal
of their creators. There are static and dynamicetspdtructural and cognitive
models, generative, functional and communicativede® each providing a
picture of this or that facet of language. Thus,dhrangement and configuration
of language units, their system and hierarchy aesgmted in structural models;
functions of these units are described by functionadels; the way language
works when placed in a certain external environmékeé society, ethnicity,
context, etc., is central to various communicatbreanthropological models.



Many of them draw on each other to make our undedshg of linguistic
mechanism more penetrating.

Let us remember the model most currently referedhtthe process of
language teaching. This model is structural andtfanal at the same time, and
it originates from the folowing considerations anfétrences.

When approaching language, a scholar faces a nuafbguestions. The
first, classical one is: What is language? Theeenaany definitions of language,
and searching for a “true” one would be a wild goobase because a definition
always depends on the point of view of the schdlaerefore, let us rather ask
ourselves: What is language used for? Probably,t rpesple with some
education will answer that language is necessaryctommunication. This
answer relates to the well known definition of laage as a means of
communication. People are used to communicatind, reormally they do not
realize what a difference it would make if we wdeprived of this possibility.

Language organizes human activity, it functionsonder to format our
behavior. And with this functioning, language ifsshould be formatted or
structured so that it can fulfill its role withinumman community. It should
operate on certain units, like phonemes, words phemes, sentences. These
units in their turn should be arranged in systeoo$ierent and appropriate to
cope with their functions.

Consequently, we may conclude that language stei¢taodel) depends
on its function. If we destroy this structure, lange will cease to function and
serve us. Actually, it happens when someone speédksguage he/she does not
know well enough, and when communication is imgassi

But when we speak about the structure of languagemean an ideal,
generalized model, devised by scholars for the enience of language study.
Every component of this model is endowed with aaperfunction, subordinated
to the “global” function of language — to organigecial and interpersonal
activity. Compare this notion of language structwiéh that of any complex
appliance like a computer, or a TV-set. Each détathem is functional, and,
we cannot remove or damage these basic units ofappliance without
affecting the function of the entire machine. Tlane is true about language
structure and its component parts: due to theipgntes, numbers, relations and
inner laws they ensure the process of communication

This approach to language structure, consideringuage and its units
from the point of view of their configuration andnkctions, is known as
functionalism. It is amply represented in linguistby British, American and
native scholars, followers of F. de Saussure,ah@tis Swiss linguist, the founder
of structuralism and related models of languageadern science.

Students of foreign languages encounter the natfostructural-functional
models of language in the course of theoreticguistics, including phonetics,
grammar and lexicology. These disciplines systdiyidacuss the properties and



laws of respective units in language mechanismmadeal generalized functional
model devised on the basis of close study of diffefanguages.

Certainly, this model is not the only one in lingias, though it has been the
most reputed and developed during th& 2éntury. At this point we need to
remind outselves that communication occurs whenerex person assigns
significance or meaning to the behaviour of anotfemson. But equally at this
point we might ask, “So what? Will knowing what Hasen said enable me to
understand or establish better and more satistglagionships with my friends,
my parents, my teachers, my employer, my spouse;hiigren? Will it help B
from the above fragment to get into the habit tding?” The answer is YES!

If you understand the importance of modelling yoll eomprehend the
role and constitutive parts of the so-called comicative model much better.
And the latter will help you to see the forces ttah impede or forster any kind
of effective communication.

V. Further Reading

From: Chomsky N. Language and the Problems of Kexdgd. New Yourk:
Praeger, 1986. — P. 2 — 8.

Leading figures in the study of language and thoughderstood
philosophical grammar (or general grammar, or usalegrammar) to be a
deductive science concerned with the “immutable gerteral principles of spoken
or written language”, principles that form a paftcommon human nature and
that are “the same as those that direct humanrr@ags intellectual operations.”

A person who speaks a language has developecaan@@rstem of knowledge,
represented somehow in the mind and, ultimatelythénbrain in some physical
configuration. In pursuing an inquiry into thes@its, then, we face a series of
guestions, among them:

l. What is the system of knowledge? What is in thid/brain of the
speaker of English or Spanish?

2. How does this system of knowledge arise in timelforain?

3. How is this knowledge put to use in speech?

4. What are the physical mechanisms that servieeasiaterial basis for
this system of knowledge and for the use of thimvldedge?

When we speak of the mind, we are speaking at $eweé of abstraction of
yet unknown physical mechanisms of the brain, naglthose who spoke of the
valence of oxygen or the benzene ring were speakisgme level of abstraction
about physical mechanisms, then unknown. Justkeadishoveries of the chemist set
the stage for further inquiry into underlying megisans, so today the discoveries
of the linguist set the stage for further inqumipibrain mechanisms ...

We may ask whether the linguist’s constructions @aect or whether
they should be modified or replaced. But there fare meaningful questions
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about the “reality” of these constructions... jast there are few meaningful
guestions about the physical reality of the chémisbnstructions, though it is
always possible to question their accuracy. Atyewtage of inquiry we try to
construct theories that enable us to gain insigtd the nature of the world,
focusing our attention on those phenomena of theldwehat provide
enlightening evidence for these theoretical endsawo the study of language we
proceed abstractly, and we also hope to be algaitounderstanding of how the
entities constructed at this abstract level andt theperties and the principles
that govern them can be accounted for in termsapgoties of the brain...These
may well remain the appropriate concepts for exgilan and prediction now
fortified by an understanding of their relatiomtore fundamental physical entities —
or further inquiry may show that they should belaepd by other abstract
conceptions, better suited to the task of explanand prediction.

Discussion Questions/Professional Development Atgg

1) How did the leading figures in the study of laage and thought
understand universal grammar?

2) What issues are of importance for those whouysuen inquiry into the
nature of knowledge and language?

3) Why do we proceed abstractly in the study ofleage?

*k%*

From: Widdowson H.G. Linguistics. Oxford Univerdisess, 2000.— P. 18 — 20.

The experience of language, as cognition and conwation, is, as we have
seen, inordinately complex. The purpose of lingesstis to provide some
explanation of this complexity by abstracting fratnwhat seems to be of
essential significance. Abstraction involves theaitzation of actual data, as part
of the process of constructimgodelsof linguistic description. These models are
necessarily at a remove from familiar reality arad/nmdeed bear little resemblance
to it. There is, again, nothing peculiar about diisgics in this regard. Other
disciplines devise models of a similar sort. They wa which the discipline of
physics models the physical world in terms of waeesl particles bears no
relationship to the way we experience it. This doasinvalidate the model. On the
contrary, its very validity lies precisely in theect that it reveals what motapparent.

The purpose of linguistics, then, is to provide eiedof language which
reveal features which are not immediately apparéhat being so, they are
necessarily an abstraction, at a remove from famakperience. A model is an
idealized version of reality: those features whasle considered incidental are
stripped away in order to give prominence to tHeséures which are considered
essential. In this respect, models can be likeaedaps.

A map does not show things as they really are. Mttenwhat its scale, a
vast amount of detail is inevitably left out beaadisere is no room for it. And
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even when there is room, details will be exclude@void clutter which might
distract attention from what is considered esskentia

And so it is with models of the complex landscapéanguage. They will
identify certain features as being of particulagngicance and give them
prominence by avoiding the distraction of detailth€ features will be
disregarded. And, naturally, different models wiibrk to different scales and
give preference to different features. Like maplsjmadels are simplified and
selective. They are idealized versions of reatigsigned to reveal certain things
by concealing others. There can be no all-purposéet any more than there
can be an all-purpose map. Their validityals/ays relative, never absolute.
They are designed to explain experience, and sodheuld not be expected to
correspond with it. None of them can capture thghtrthe whole truth, and
nothing but the truth. If they did that, they woulelase to be models, of course,
just as a map which corresponded exactly to thaitemould cease to be a
map. In both cartography and linguistics the probie to know what scale to
use, what dimensions to identify, and where, initlierests of explanation, to
draw the line between idealized abstractions amgbhparticulars.

Discussion Questions/Professional Development Atbg

1) How does the author view abstraction?

2) What is the greatest validity of the model?

3) What is the purpose of the linguistical model?
4) Can there be an all-purpose model?

5) Can models be really likened to maps? Why?

*k%k

From: Halliday M.A.K. Language Structure And LangaaFunction // New
Horizons in Linguistics; ed. John Lyons. — Pengdi/0. — P. 142 — 143.

Chomsky’s reason for studying language is psycho#bgit is because the

form it takes derives from universal principles tbe human mind. Halliday’s

reason, as outlined in the following text, is stmyical: in his view, the form

language takes as a system of signs (or semiaj@@rils on the social functions it
has evolved to serve. This is what he means byukge as social semiotic.

The particular form taken by the grammatical systahlanguage is
closely related to the social and personal neealsléimguage is required to
serve. But in order to bring this out it is necegda look at both the system
of language and its functions at the same timeegratise we will lack any
theoretical basis for generalizations about howuage is used.

It is fairly obvious that language is used to seamveariety of different
needs, but until we examine its grammar there isclear reason for
classifying its uses in any particular way. Howewghen we examine the
meaning potential of language itself, we find thla¢ vast numbers of
options embodied in it combine into a very few tigkly independent
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‘networks’; and these networks of options correspdo certain basic
functions of language. This enables us to give @ount of the different
functions of language that is relevant to the gananderstanding of linguistic
structure rather than to any particular psychokigc sociological investigation.

1. Language serves for the expression of ‘contethat is, of the
speaker's experience of the real world, includiregitimer world of his own
consciousness. We may call this tdeational function ... In serving this
function, language also gives structure to expeeeand helps to determine
our way of looking at things, so that it requiresng intellectual effort to see
them in any other way than that which our langusgggests to us.

2. Language serves to establish and maintain soslations: for the
expression of social roles, which include the comitation roles created by
language itself — for example the roles of questiaor respondent, which
we take on by asking or answering a question; dswl far getting things
done, by means of the interaction between one peasd another. Through
this function, which we may refer to asterpersonal,social groups are
delimited, and the individual is identified andnfairced, since by enabling
him to interact with others’ language also servesthe expression and
development of his own personality.

3. Finally, language has to provide for making éinkith itself and with
features of the situation in which it is used. Wayntall this thetextual
function, since this is what enables the speakevrier to construct ‘texts’,
or connected passages of discourse that is sihadifaelevant; and enables
the listener or reader to distinguish a text fromraom set of sentences.

Discussion Questions/Professional Development Atgg

1) What is the relationship between the networkspaifons in the grammar
and the basic functions of language?

2) The ideational function of language ‘gives stumwe to experience’.
What do you think Halliday means by saying thas thielps to determine our
way of looking at things'?

3) How do you think it is possible for social rolés be ‘created by
language itself'?

4) How do you see the textual function as relatinthe other two?

VI. Test Yourself
A. See if you can dwell on the following:

1) What makes language central to many scientificiries?

2) What is the difference between a speaker’'s arnohguist’s view
upon language?

3) What is the role of linguistic modelling in tpeocess of cognition?

13



4) How are models constructed? How do their typgsedd on the specific
goals of language inquiry?

5) Recall the configuration of the structural moafdanguage and define those
functional properties of its units which ensurepghgcess of communication.

B. The same or different?

1) model — structural design
2) functional model — anthropological model

C. False or True?
1) Models are necessarily an abstraction and dicgdion
VII. References

1. Tokareval. Directions in Communicative Linguistics (BasicexI),
1997.— P. 8 — 13.

2. Widdowson H.G. Linguistics. Oxford UniversityeBs, 2000.— P. 11 — 15.
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Praeger, 1986.
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UNIT 2: COMMUNICATIVE LINGUISTICS. MODELLING
OF SPEECH BEHAVIOUR

[. Outline

1. Two crucial characteristics of communication.

2. The communicative/anthropocentric approachnguage modelling.

3. Microlinguistics and macrolinguistics.

4. Models of communication.

5. Language as an activity and a form of socialab&dur as the starting
assumption of exploration in communicative lingieist

lI. Objectives
After reading the below stuff you should be abledomprehend:

—the essence of the communicative approach and wvhg called
anthropocentric;

— the difference which exists in microlinguisticahd macrolinguistical
analyses of language;

— dwell on the model of the communication process;

— interpret definitions of language developed bgsth who work in the
field of communicative linguistics.

lll. Key words: signal, addresser, motive, addressee, intentiondemand
content of communication, communicative settinganakl, communicative
episode, interference, speech,astnamic, irreversible, accumulative

V. Patterning Communicative Behaviour of LanguageUsers

All types of communication, interpersonal commutiizg small-group
communication and public communication share at l#& general characteristics.

Communication is dynamicWhen we call communication dynamic
process, we mean that all its elements constantéract with and affect each
other. Since all people are interconnected, whatéappens to one person
determines in part what happens to others.

Like the human interactants who compose them,petepnal, small-group
and public communication relationships constantighee from and affect one
another. Nothing about communication is static.rigveng is accumulative. We
communicate as long as we live, and thus everyaot®n that we engage in is
a part of connected happenings. In other wordpuallpresent communication
experiences may be thought of as points of arfresth past encounters and as
points of departure for further ones.

Communication is unrepeatable and irreversibEvery human contact we
experience is unique. It has never happened beéoré, never again will it
happen in just the same way. One interpretaticdhebld adage “You can never
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step into the same river twice” is that the experéeand time changes both you
and the river forever. Similarly, a communicatiorceunter affects and changes
the interactants so that the encounter can neygremain exactly the same way
again. Thus communication is both unrepeatable iamdersible. We can
neither “take back” anything we have said nor “etabe effects of something
we have done. And although we may be greatly infteel by our past, we can
never reclaim it. In the words of an old Chinesevprb, “Even the emperor
cannot buy back one single day”.

How are we supposed to study communication thent i§ dynamic,
unrepeatable and irreversible? Modelling as alvigyise best way out.

In the first unit we discussed the scientific agmto to language in general
and the idea of language modelling. We illustratesse notions by using the
model that regards language as a structure anensyat units, as a functioning
mechanism. Structural integrity and purposefulnefsthe mechanism provide
language with the capacity of being an adequatensmebcommunication. This
functional view upon language which we adopted dar sample modelling,
gave scholars the possibility to penetrate into ld@s and regularities of
language as a whole, as well as into the functamd interrelations of its
constituent parts, or language units like phonemasyphemes, words,
sentences and texts. These language units weraabst from the language
structure on the basis of their specific systemldng functions, like
differentiation, nomination, identification, etch& ideal model thus received
was deduced from our initial hypothetic assumptlaat language is a means of
communication, functioning irrespective of its sand circumstances.

Now let us look at language from a different pecsipe. Let us focus on
the various functions of the language mechanisthenife of human society, in
other words, on the patterning of communicativeavesdr of language users.

This, communicative approach to language modelling, was escaping
structural linguistics of the beginning of the™6entury mainly because the
clarification and interpretation of the communigatiprocess calls for the study
of a wide range of scientific domains, those owtsible language structure
proper. When studying language as it functions definite interpersonal
contacts, as it is used within a particular sogietitture, group, or context, we
evidently need to introduce and explore some pdggiaal, -cultural,
sociological, or ethnographic knowledge. All theesnains are directly related
to humans, together with linguistics they study hambeings and their
behaviour, communication including. This commonegbpunites linguistics and
other sciences as anthropological ones.

The termanthropologycomes from Greek. It means the science of man, the
study of man in relation to distribution, origidassification, and relationship of
races, physical character, environmental and sogiations, and culture. When
linguists adopted this attitude to language ascatfaf social relation, they
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therefore launched the so call@athropological linguisticsvhich is not really a
special branch of language studies, but rathereziappoint of view upon
language, its structure, patterning and functiofisis shift of the focus of
studies from system to the user of this system trisghcalledanthropocentric
as it considers man to be the most important eatityhguistic explorations.

Let us put it in other words. The ways in which teious schools of
linguistics regard language divide up this sciente two types.

Microlinguistics (or linguistics proper). It deals with the structure of
message independent of the characteristics of resdpeakers or hearers.
Microlinguistics prevailed in science in the 1958sd 1970s carrying on the
ideas of N. Chomsky of looking at language in azdion, as an independent
system governed by rules. These rules were deschib¢éhe transformational
theory and its later developments which showednberest in how, in pursuing
various social purposes, interactants combine artt&s. Structural linguistics
devised the theory of inner rules of language, ibutid not recognize that
language is used by people for doing something,ealizing activity.

Macrolinguistics (or metalinguistics, or exolinguisics). It covers all
other aspects of language study which concern ioakat between the
characteristics of messages and the characterdticedividuals who produce
and receive them, including both, their behaviat enlture. Macrolinguistics is
concerned with all psychological and social infloerupon the selection, use
and interpretation of language (messages). atstudeltural meanings, social
roles, values, etc. Therefore, macrolinguistidsasically a language activity, or
human communication. At present the term commuiviedihguistics is widely
used to denote this field of linguistic knowledge.

As with any other scientific deductive approach, need to adopt a
hypothesis, a starting point of our exploratiortleg communicative linguistics.
Let me suggest the following assumptitenguage is an activity and a form
of social behaviour.

The process of the verification of this statemaiat anthropological modelling
of language from this perspective are then thesgaadur further inquiry.

In order to understand the prerequisites of languagctivity
(communication), and to comprehend its essenceaslbegin with the following
guestion: Why, when and how do people use languagethswer this question
let us take a simple communicative episode from eweryday activities.
Imagine that you have an appointment with a frighdf you do not want to be
late, but you do not know what time it is. You a@skneone who has a watch and
get the answer. The communicative episode is cdsgléNow we shall try to
model it in terms of constituents and causes.

Speakers use language to express their thoughtsoamfluence others.
Even when we talk to ourselves (in case of inn@esp), we subconsciously
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pursue the same goal: to influence, but in thisecaarselves. Therefore,
communication demands at least two participantghef process: addresser
(otherwise called source or speaker) and addréefieerwise called receiver or
listener). Both the addresser and the addressedenadividual and collective:
people may speak on behalf of a group, co-authar thessages, address them
to large audiences or even unknown prospectivaverse But in any case both,
addressers and addressees possess certain psigeth@ogd social characteristics,
like age, education, ethnicity, political and othiEws, social status and others. All
of them to some extent influence the mode and nbr@E communication and
should be considered in our model. These are tisé tivo prerequisites of
communication which can function under certainwinstances or conditions.

In the most general sense, we have communicati@me&wer one system, a
source, influences another system, a receiver, agipulation of the signals
which can be carried in the channel connecting thEor example, in the
telephone communication system the messages prddyca speaker are in the
form of variable sound pressures and frequencegdarver wire (channel) to a
receiver to be utlized by him. Channel is an esseomponent of the
communicative model. Channels through which infaionais transmitted may be
oral or written; direct (face-to-face) or indirédio, telephone conversation, letters
which represent indirect communication suspendéc).

Anything that produces unpredictable interferenctehie channel may be
called noise This general model of the communication processduin the
theory of information, however, does not providewish a satisfactory picture
of human communication as it disregards individoatman functions in the
process; it is not designed to take into accoumtntieaning of signals, i.e., their
significance when viewed from the receiving sided dheir intention when
viewed from the addresser's side. Therefore, wd t@supplement our model
of communication with several other prerequisites.

People do not embark on communication without angng reason, or
inducement. In my example above, the person hadatoh but did not want to
be late for the appointment. This inducement fancwnication may be called a
motive — something (as a need or desire) that saasperson to speak, a
stimulus to communication. Motive is a psycholob@egory as it characterizes
the state of mind, i.e., an individual's idea whirges him or her to speak.

The motive further leads a person to a certaimtida to reach a desired
end. In the example above, the person needed o What time it was. Intention
IS a determination to act in a certain way, to kpearder to achieve something, and
thus it can be viewed as a derivative of a moawdgsign of action aimed at bringing
about a desired goal. Evidently, one motive mayealifferent intentions, which
depend on the personality of the addresser antrthenstances of communication.
Hence, intention also belongs to the domain of cameators’ psychology and
constitutes another unit of our model of commurocat
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Communication occurs in a certain place, at somegef time, under
some essential circumstances which facilitate ongex it, like family circle or
street crowd, friendly face-to-face encounter orlju presentation at a
conference. All these surrounding circumstancephyfsical and social origin
are called a communicative setting (another termgbeommunicative situation).
Any user of a language knows how much setting msafibe our language strategies
and manners, and hence, we include setting in dieihof communication.

All the above discussed constituents as one emitiye up the model of the
communication process, an episode of human infeitgctThis model may be
diagrammed in the following way:

motive —intention —addresser— channel— addressee
I
noise
|

setting

The fragment of activity represented in this diagiaas acquired different
terminological names in communicative linguisti@fhey are: communicative
episode, communicative act, speech action, to reafesv. But whatever terms
are applied, the concept of human communicativevigctremains intact.
Different scholars, certainly, modify, reduce oresiy the model and its
components, which is but natural in any sciencet beavertheless the
anthropological communicative approach to this legge unit can neither be
denied nor blurred.

When linguists adopt the communicative point ofwien language they
inevitably have to focus on social, cultural, psyldgical, and ethnic conditions
or aspects of language behaviour of individuals whdle speech communities
because these aspects are indicative of varialelechpstrategies and have an
explanatory force. The general theory developedtlmese methodological
premises has been often referred to as the thdospeech activity. This is a
generic term for a number of theoretical discigirend related branches of
language exploration. | will discuss each of themmore detail in my further
lectures. Here | shall permit myself one remarkceoning the historical roots of
the theory of speech activity.

Though this theory as a trend in linguistics appeand was recognized as
such in the second half of the"™6entury, linguists of older generations were
not indifferent to the problems of communicatiorddmman communicative
behaviour. Actually, the track for modern explovas was laid by outstanding
thinkers earlier. Among the founding fathers of ttheory of speech activity, we
should name a great German linguist and philosogiidanguage W. von
Humboldt who introduced the notion of language asvily and initiated
numerous studies of language in the context ofuceiltnational spirit, and
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ethnicity. Humboldt thus postulated the exploratbrianguage “extensively”, i.e.,
in the framework of sociology, psychology, ethnpima and other related fields
which actually predetermine the existence of fumatig language, or activity.

The modern theory of speech activity exists agtaof linguistic schools or
branches. The separation of these domains depentteio particular interests in
either the psychological aspect of speech (weh&setm speech as synonymous to
language activity), or its social background, sirdélation to culture, etc. Though all
these foci are interrelated (as they study commatioit in a wider context than
structural studies do), each of the branches assaanumber of specific basic
guestions and views speech as a psychologicalalsgriagmatic, or cultural
phenomenon. Let me explain this point with theofelhg example.

When a scholar is interested in the process ofcsp@eoduction as a
mental phenomenon, and when the motives and iotentof speakers are
studied alongside with the work of the mind, thechanism of thinking, then
this scholar represents the domain of psycholiriggis When a scholar is
interested in the speech strategies of a speaksuipg certain communicative
intentions, then we encounter a representativeagmpalinguistics. The interest
in social variability of speech brings about thadgtcalled sociolinguistics.

A survey of the special goals and methods of lagguaxploration within
these complex disciplines constitutes the subjectiofurther discussion.

V. Further Reading

From: Osgood Ch.E., Sebeok Th.A. Models of the QCmioation Process //
Psycholinguistics. A Survey of Theory and Reseroblems. Ed. by Ch. Osgood
and Th. Sebeok, Bloomfield and L.: Indiana. UnieRress, 1967. — P. 62 — 63.

Human communication is chiefly a social affair. Aagequate model must
therefore include at least two communicating uratspurce unit (speaker) and a
destination unit (hearer). Between any two suclisymionnecting them into a
single system is what we may call tiiessageWe will define message as that
part of the total output (responses) of a sourdgewimch simultaneously may be
a part of the total input (stimuli) to a destinatanit. When individual A talks to
individual B, for example, his postures, gestuffesjal expressions and even
manipulations with objects may all be part of thessage, as of course are
events in the sound wave channel. But other pdrfssototal behaviour (e.g.,
breathing, thinking) may not affect B at all — thesvents are not part of the
message as we use the term. These message eeacts(rs of one individual
that produce stimuli for another) may be either edmate or mediate — ordinary
face-to-face conversation illustrates the formed awitten communication
illustrates the latter.

Figure 2.1 presents a model of the essential conwmation act, encoding
of a message by a source unit and decoding ofntlegsage by a destination
unit. Since the distinction between source andingsdn within the same com-
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municator seems relevant only with respect to tihection of information ex-
change (e.g., whether the communicator is decoolirencoding), we substitute
the single term mediator for that system whichrwegaes between receiving and
transmitting operations. The way in which the vasigciences concerned with
human communication impinge upon and divide up ttital process can be
shown in relation to this figure.

Exolinguistics

Microlinguistics

Phonetics Psychoacoustics
Source unit Destination unit
Input-Receiver-Mediator-Trans--Message-Receiverdigted Trans--Output
mitter mitter
(output) (input)
Encoding--—------------------Decoding

Psycholinguistics
Social sciences

Communications

Fig. 2.1. Model of the essential communication act.
Discussion Questions/Professional Development Atgg

1) What ismessage Is it the same aentence

2) What ismediatof?

3) Is the chart presented in figure 3 really repméstive of various
approaches to communication modelling?

*k%k

From: Jakobson R. Linguistics and Poetics // Largguan Literature. Harvard
University Press, Cambr., London, 1994. — P. 66.

Language must be investigated in all the varietytoffunctions. Before
discussing the poetic function we must define itac@ among the other
functions of language. An outline of these funcsi@®@mands a concise survey
of the constitutive factors in any speech event, aimy act of verbal
communication. Theaddresser sends amessageto the addressee To be
operative the message requires a CONTEXT referoedthie “referent” in
another, somewhat ambiguous, nomenclature), grespgbthe addressee, and
either verbal or capable of being verbalized; a &dllly, or at least partially,
common to the addresser and addressee (or in wthrels, to the encoder and
decoder of the message); and, finally, a CONTACThgsical channel and
psychological connection between the addressertla@daddressee, enabling
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both of them to enter and stay in communication.thése factors inalienably
involved in verbal communication may be schematagdbllows:
CONTEXT
ADDRESSER MESSAGE ADDRESSEE
CONTACT
CODE

Each of these six factors determines a differemiction of language.
Although we distinguish six basic aspects of lamgawve could, however,
hardly find verbal messages that would fulfill ordge function. The diversity
lies not in a monopoly of some one of these sevaraitions but in a different
hierarchical order of functions. The verbal struetwf a message depends
primarily on the predominant function. But even ugb a set Einstellung)
toward the referent, an orientation toward the exint- briefly, the so-called
referential “denotative”, “cognitive” function — is the leadj task of numerous
messages, the accessory participation of the dtimetions in such messages
must be taken into account by the observant linguis

Discussion Questions/Professional Development Attg

1) What is the importance of a thorough surveyhef ¢onstitutive factors
in any speech event?

2) What is the predominant function of language laow is it related to the
elicited constitutive factors?

*k%*

From: Gamble T.K., Gamble M. Communication worksY,NMilan, L.:
McGrawHill, INC., 1993. — P. 21 — 23.

Referent Source- V('erba'l Receiver-
> »| stimuli >
encoder decoder
Commknglcatlon Physical Commknglcatlon
SKIIS o stimuli | SIS
Attitudes Attitudes
Experiences Vocal Experiences
> stimuli >
A
Feedbac
Contex

Fig. 2.2. Miller's Model of Communication
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Figure 2.2 is a model adapted from the work of tmenmunication
researcher Gerald R. Miller. It illustrates howarce-encodef a person) sends
out a message to a receiver-decoder (another peabout someeferent(an
object, act, situation, experience, or idea). Tharse-encoder's message is
made up of at least three elemenrtxbal stimuli(words),physical stimulisuch
as gestures, facial expressions, and movement)amal stimuli(such as rate
of speaking, loudness and pitch of voice, and eiphalhe receiver-encoder
who receives the message that has been consciousiyconsciously sent by
the source-encoder responds to it in some wayt(p@r negative feedback).
Both the source’s message and the receiver's respare affected by the
context and by each person’s communication skidfitudes, and past
experiences. The message sent differs from the agesseceived because of
noise, even though noise is not shown as an elemémts model.

As an illustration of Miller's model, let's analyzbe following dialogue
between a husband and wife:

SHE: What's the matter with you? You're late again. Welver get to the Adamses’ on time.

HE: | tried my best.

SHE: (Sarcasticallypure, you tried your best. You always try your ldsh’t you?(shaking

her finger)I’'m not going to put up with this much longer.

HE: (raising his voiceYou don’t say! | happen to have been tied up abthee.

SHE: My job is every bit as demanding as yours, you know

HE: (Lowering his voiceDK. OK. | know you work hard too. | don’t questibiat. Listen, |
really did get stuck in a conferend®uts his hand on her shouldéret’s not blow this
up. Come on. I'll tell you about it on the way titl Bnd Ellen’s.

What message is the wife (the initial source-engodending to her
husband (the receiver-encoder)? She is letting know with her words, her
voice, and her physical actions that she is upset angry. Her husband
responds in kind, using words, vocal cues, andugestin an effort to explain
his behaviour. Both are affected by the naturenefdituation (they are late for
an appointment), by their attitudes (how they f#@but what is occurring), and
by their past experiences.

Next, consider a model developed by the commumoatexpert
Wilbur Schramm.

This model shows us more explicitly that human camitation is a circle
rather than a one-way event. Here each party todimmunication process is per-
ceived as both an encoder and a decoder. In agd#ach party acts as an inter-
preter, understanding the messages he or sheag@eia somewhat different way.
This is because we are each affected by a fielexpérience or a psychological
frame of reference (a form of noise) that we caiitii us wherever we go.
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Message

—

Decode
Encoder

Interpreter
Interpreter

Decodel Encoder

Message

Fig. 2.3. Schramm’s model of communication

Consider this brief dialogue:

WIFE: Hey, kids, don’t bother dad now. He’s really tirétl.play with you.
HUSBAND: Don'tisolate me from my own children! You alwageahto have all their attention.
WIFE: I’'m not trying to do that. | just know what it'«ké to have a really trying day

and feel that | have to close my eyes to get laohkyself
HUSBAND: | sure must be wound up.
WIFE: | understand

Here we see how one’s psychological frame of ref@ecan influence the
meaning given to a message received. In additia,came to realize that
neither party to the communicative encounter fumgisolely as a sender or a
receiver of messages. Rather, each sends andesceassages simultaneously.
The wife receives the message that her husbanchausted and sends a
message that the kids should let him rest. Thedndlbeceives a message that
his wife is trying to “alienate” him from the chrieh and sends a message
expressing his concern. By listening to her huslzaméssage, the wife is able
to determine how he has interpreteer message and is thus able to avoid a
serious misunderstanding.

Discussion Questions/Professional Development Atgg

1) Are the models of Miller and Schramm more effextthan the ones
designed by Osgood, Jakobson, etc.?

2) How many codes are active in the fragments w@sedlustrations by
Miller and Schramm?
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VI. Test Yourself
A. See if you can answer the following questions

1) How do the models of communication process dfffem those of struc-
tural linguistics?

2) Are there conceptual grounds to differentiatéhiopological and struc-
tural linguistics?

3) Do you agree that communication is a separgie &f human behavior?
Find arguments to prove your point.

4) Do you accept the suggested models of the conmamive act? How
would you prove the importance of each of its abmshts for communication?

5) What branches of communicative linguistics hapeung up and what
are their objectives?

B. The same or different?

1) addresser — encoder
2) channel — code
3) message — code

VIl. Case Study

Modelling Communication

1. Draw or build something that represents your eusidnding of
communication. You can focus on any or all of tbemponents of the processes
we have examined thus far. Your model can be kéebr abstract. Be ready to
present it to the class. Specifically, be sureadh# following:

a) Describe what your model suggests about thengslselements of the
communication process (whether pictured or implied)

b) Explain what your model says about the commumeagrocess.

c) Develop a saying or epigram that sums up yotrgmtion of the state of
being in communication.

d) Explain how your model reflects one or more of theoms of
communication.

e) Suggest what insights into interpersonal, smallsgroand public
communication are provided by your model.

2.ldentify an important message you want to commut@aa must
communicate to some person or group within the dewt days. Analyze
the following:

a) How you will encode the message
b) What channel or channels you will use to delthermessage
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c) How the environment or setting might affect &meoding and decoding
of your message

d) How noise could interfere at different pointdhe process

e) What feedback you might receive

f) How one or more of the axioms of communicatioii some into play
during the interaction

g) What the outcome of the communication transactidnbe.
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UNIT 3: DEVELOPMENT OF SPEECH IN A SPEAKING SUBJECT

[. Outline

1. Distinctions between human communication and momcation in
other species.

2. The general developmental model. Hypothesis #bdhe
developmental analogy.

3. Symbolic and non-symbolic acts.

4. Starting to mean.

5. Characteristics of one child’s protolanguage.

6. Evolutionary interpretations of the data obtdiabout protolanguage.

7. From protolanguage to language.

ll. Objectives
After soaking into the below stuff, you should béla to:

—understand the meaning of the terp®tolanguage(as viewed by
adherents of MHalliday’s hypothesis)pntogenyphylogeny

— interpret the issue of distinctions between huwsrard other species;

—expound on the general developmental model ad a®lon the
hypothesis about the protolanguage;

— comprehend what symbolic and non-symbolic a&s ar

— dwell on the case study carried out by M.A.K.Idaly;

— supply your own examples either to prove or digprthe claims of the
protolanguage theory;

— interpret all theories described in the unit dabdmw language develops in
a specific speaking subject.

lll. Key words: acquisition, recapitulation, iconic, pragmatic, rhatic,
protolanguage, non-symbolic, symbolic, social, egatal, phylogeny, ontogeny,
change, mammal, amphibian, embryo, fish, evolutiweaning.

Stop and think:

* How old were you when you started using your Bighs (“words”) in
communication with others?
» What kind of signs were they? Words? GesturessCrie

I\VV. Development of Speech. Issue of Origin

As you can remember from the course of Introductioto Special
Philology, the issue of language origin has alwagsn of interest to scholars.
There were many legends about the origin of tis mguage.

The oldest recorded account of a study of languaggn comes from
Herodotus, a contemporary of Sophocles. Herodoily lived from about
484 to 425 B.C., wrote about King Psammetichus gydE who ordered
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shepherds to raise two children in isolation cariog their needs but never
speaking to them. The King wanted to prove thatthkren would develop the
language of the Egyptians all by themselves. Wheey tbegan to speak,
however, they uttered the word “bekos” which wasnpreted as the Phrygian
word for “bread” (Gleason, 1985). The unavoidaldadausion, therefore, was
that Phrygian language must have been the worlignal tongue, and that the
Phrygian race was more primeval than the race aiReetichus.

As you know speculations about the origin of largguevere stopped at the
turn of the 28 century, when the Linguistic Society of Paris madstatement
barring papers on the origin of language from itsmhbers (Crystal, 1996) for
there was no evidence, no experimental test, wtaochd be brought to support
any point of view. But the issue of origin has daotperspective, which focuses
not on the appearance of the first language in humstory, but on how it
originates in specific speaking subjects.

How does it happen that a human child begins i®tBl this question we
mean that we’d like to know how language as arviégtand a form of verbal
behaviour starts functioning in each specific hurbamg. This includes how it
started working in you and me, and how it comesndoun our children.
Nowadays the issue is named as acquisition of Eggult has always been one
of the major themes of communicative linguistics.

Evolution of Language

It seems likely that human beings have been ardautide world for quite
some time: say 2 — 3 million years, according te findings of some
researchers. If we met one of our ancestors ofatti@quity, we would recognise
him or her as quite like one of ourselves.

The distinctively human characteristics of walkuqgright, using tools, and
talking were already appearing well over a milligears ago. These are
supposed to mark us off from the rest of creatiaoluding our immediate
forebears. It is customary nowadays to emphasesedhtinuity — that which we
share with other species — rather than the diswaity; and to interpret what
distinguishes us against the background of whahawe in common — with the
apes, and with our more distant but also highlglilgent cousins the dolphins.
So let us look at language in this light.

What is it that distinguishes human language fremmunication in other
species? There have been many attempts to denterstad apes could acquire
human-like language; that although their articulatorgans are not shaped to
produce speech sounds, if we free them from thstaaints of articulation and
allow them to use some other form of output, likegsing particular keys in
particular sequences, it can be shown that theyidvoa& intellectually capable
of learning our kind of language.
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The results are impressive, although they turnoougxamination to be not
as startling as was initially claimed. The ideat tfthey could talk if they
wanted; they just don’t need to” is somewhat nabased on an oversimplified
account of what human language is really like.a{#o seems rather unlikely,
one must admit.) So let us speculate about howthenbasis of our present
knowledge, human language probably evolved; andaseghat point and in
what respects our ancestors set out along a newtseinack.

The Developmental Analogy

It is often pointed out that in many respects tidvidual recapitulates the
history of the species. The idea is an old onst flormulated as an explicit
principle by Ernst Hackel (Halliday, 1992). In theords of a recent BBC
television series, ‘as an embryo growing in the Wpeach one of us takes the
form of fish, then amphibian and mammal, and finadtepares for life as a
member of much the most varied and flexible specdsmve evolved on earth’.

The evolutionary process does not stop at birth;itoahanges direction,
because the born child is a social being and méréfore develop social
characteristics alongside the purely biologicalsoes he learns to walk, he also
learns to talk. (It is quite likely that he hasrl@asomething of his mother tongue
even before he is born; the rhythm of speech beagitlse diaphragm, and the
child must feel the regular variation in pressunat is produced by the muscles
controlling the outflow of air as his mother tald§é.so, he may already be
predisposed at birth to the rhythmic patterns ef‘tmother tongue’, in the strict
sense of the term: the language that is spokernshydther.)

If the notion that ontogeny recapitulates phylogenin general valid as a
principle of biological development, we may alsadfi it to be valid for certain
aspects of social development — at least for omdcpkar aspect, that of the
learning of language. There is a caution to be mgikiere, however. Where
biological development is concerned, the evolubbhe species is established
on other grounds; the evidence is independent pfdmvelopmental findings
and hence if we find the individual retracing thstdry of the species we are
discovering something new.

In the case of language, however, we cannot recohshe early stages of its
evolution. Almost the only evidence we have fos tkiderived from what we know
about how children learn language. The independdatmation is simply the
probability that early humans in this period diddnéanguage, as is suggested:

> by the size of their brains and
» by the fact that they used tools.

But these tell us nothing about what kind of a lsage they had or how it
evolved. For this we have to guess from studyimgdivelopment of the child.

Such guesses are just that — guesswork. On the lodine, there are some
striking features about language development ity ednildhood that suggest
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that here too the parallel may be fairly close:pirticular, the fact of the
protolanguage — that children typically start bgatmg language for themselves
before moving over to the language they hear ardhadh. Before the mother
tongue there is a ‘child tongue’, and the forms amgttions that that takes look
very much like evolutionary steps towards what wevik as language today.

Symbolic and Non-symbolic Acts

Children begin to communicate more or less fronthbiA newborn child
can already ‘pay attention’: when his mother taixshim, he listens. Within
three or four weeks he is contributing his own ehaf the ‘discussion’,
responding with animated movements of his bodys-ahms and legs, and also
his tongue and his lips.

This bodily activity is not yet language. ColwyneVarthen (1979), who
was one of the first to study these processes ttadl tongue and lip movements
‘pre-speech’, because the baby seems to be rehgdin& muscular activity that
will be used to produce speech later on; just @b Wwms arms he performs a
sequence of reaching out, grasping, and pullingatds/ him that is like taking
hold of an object - ‘pre-reaching’, in Trevartherterms. He is preparing
himself, so to speak, for the two basic skills hi fivst have to master — using
tools, and talking. In the first, he will be usihg limbs, and extensions of his
limbs, to control his environment directly, andaiwent and manoeuvre himself
within it. With the second, speech, he will be gsother muscular movements
and postures, those of articulation — also to obritis environment; but in this
case to control it indirectly, by acting on othewsthat they will control it for
him. For this he has to learn to act symbolically.

Let us make this distinction clear, the distinctiogtween symbolic and
non-symbolic acts. If | am hungry, and want toaagapple, | can act directly on
the apple by going and getting it myself — movimgwhere it is in reach,
reaching out, and then grabbing it. But — provittezte are other human beings
around — | can get hold of it in another way, yngcnot directly but symbolically. |
can say to a sympathetic member of my family “Fetehan apple”.

This is a symbolic act, an act of meaning. It leelse addressed to someone
— not necessarily some particular person, mayhtetguthe world at large; but
unless there is a receiver it will not work. Actsneeaning are by their nature
social acts, and all symbolic systems are sociatesys. Of course, once a
system of symbols has come into being, it can lagea with, fought with,
turned into an art form; it can be used to addm@ssself, a deity, or even
animals or inanimate objects. But these are secgnderivative uses; the
symbols could never have evolved to serve thesditurs, because they depend
on values the symbols have already acquired in use.

Somewhere around the middle of the first year f& fihe child lays the
foundations for these two modes of action, theatlis@d the symbolic. He learns
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to reach out, grasp, and pull things towards himd, lze learns the complementary
action of hitting things to knock them away: ‘I waf don’t want’. This, typically,
starts around 4 — 5 months. Not long afterwardfdgins to explore the alternative,
symbolic mode — getting others to achieve the efft@tim.

The ‘Child Tongue’

But there is a problem with symbolic acts. A symbas to be understood.
If | start speaking Chinese to you, that is a prtlyegood act of meaning; but if
you do not understand Chinese, the only messagewyibget is that | am
talking — you will have no idea what | am talkingoait. Even if what | am
saying is the Chinese equivalent of ‘bring me agplgna pingo lai géi wo), it
is unlikely that the apple will arrive.

So how does a human infant go about creating afsgtmbols, such that
those around him will understand? It used to berasd that he went straight
into the mother tongue, copying the words as welha could and eventually
learning to combine them. Later on, in his secaat \that is what he does; but a
great deal has already happened before he statteanother tongue. Before he
takes over the language of others, he starts layirmgeone for himself — by himself
in interaction with the small group of others wharh it along with him.

At 7 — 8 months, he is ready to act symbolicallyt Ble cannot start
straightaway on the mother tongue: not only becheseould not yet control its
sounds though this is true too, but more importantly doese he could not yet
control itsforms and itsmeanings Adult languages are organised around a
grammar (more accurately,lexico-grammar, a code consisting of words-in-
structure), which has the function of translatihg tmeanings into the sounds;
but an eight-month-old can have no idea of whabedvis, since it is something
that involves a particular kind of abstraction. I8 has to create a symbolic
system of his own, one that does not contain eXbeabulary or grammar but
consists of a little set of SIGNS. These signsmaagle by voice, or gesture, or
some combination of the two.

There have been very few studies of the first step,nitial symbolic acts
of meaning by which an infant starts to ‘mean’;ists impossible to give a
general account of how this happens. Instead, alesthrt with the story of how
it happened with one particular child — a boy whieame, for present purposes, is
Nigel. Here is a brief account of how Nigel credtegfirst language.

Starting to Mean

One day at eight months old, Nigel was sitting @nhother’'s knee. She was
writing. As she paused, with the pen held lightiyer fingers, Nigel reached out for
it. He closed his fist firmly around it, lookedradr face for a moment, and then, after
another moment, let go. He had not tried to ptdivtards him.

His mother said “You want the pen, do you? All tighyou can hold
it, for a little while”.
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This was an act of meaning; and it had worked.nibg¢her had understood.
Nigel was, of course, quite capable of grabbinggee and pulling it towards
him; that was his normal way of getting somethigt on this occasion, he had
not taken it; he had asked for it. He had creatsyhabol, by the use of his hand
— it was gestural, not vocal; and he had waitedttier response. There was a
clear distinction between the two kinds of act: divect, non-symbolic action on
the object itself, and the indirect, symbolic aation’ (i.e. directed towards) the
object but through (mediated by) the person addckss

Nigel had solved the basic problem, that of crgatirsymbol that could be
understood; and he had solved it iconically — teaby creating a symbol that
bore a natural resemblance to its meaning. Theugestf grasping an object
firmly and holding on to it for a measurable timefdre letting go is a very
reasonable way of encoding the meaning ‘I want thaty’, ‘let me hold it’,
‘give it to me’. And his mother’s response showe&d Bhe had understood. (She
had acted entirely spontaneously, not at all bemgmbnscious of the fact that
both Nigel and she had performed something entirely.)

Nigel was encouraged by his success and createthtw® symbols within
the same week, both of them also iconic. | wasrenteng him by throwing his
toy cat up in the air, and catching it as it caroevill When | stopped, he leant
forward and touched it: neither grasping it norlpng it away, but keeping his
fingers pressed against it for a measurable time.

‘You want me to throw it up again?’ Every time bgped, he repeated the
gesture, until | got tired and refused. But it wkesar that | had got the message; and
Nigel himself made it clear, by the satisfactiorshewed at being understood.

A day or two later, his mother offered him his wgalog to play with. He
touched it with just one finger, very lightly anar fthe briefest instant, then took
his hand away. She offered it to him again; he atggkthe gesture. It meant
‘No, | don’t want it; take it away’. She understoahid ‘Don’'t you want it?’,
and put it down. Again, it was a symbolic gestinecould push objects away if
he didn’'t want them, but this was quite distince ttas ‘saying’ ‘I don’'t want
it’, and his mother was responding to the symbol.

These were not, in fact, the very first symbolsé\ligad created; these had
appeared two weeks earlier, at shortly before ¢jeecd eight months. They were
vocal, not gestural; and each consisted of a smg¥eel, the same vowel [oe]
(like the French word oeufs) but with a slight dréince in tone. One, on a low,
breathy tone, meant ‘yes it's me, and here weayether’.

His mother came to him. ‘Hello, bootie’, she said.

‘oe’, he replied.

‘There’s my bootie!’

‘oe’.

‘That’s nice, yes.’

‘oe’.

32



This would go on for as long as she kept the caatam going.

The other was also [oe], but on a higher, fallinget and without the
breathy, sighing quality of the first. It meant &tits interesting — what's
happening?’, and was used when Nigel's attentiors waught by some
commotion, like a flock of birds taking off fromehground or a bus revving up
its engine. This was addressed mainly to himseif;aften someone responded,
saying what the commotion was all about.

‘Those are pigeons’, his mother said. ‘Weren't theysy?’

One Child’s Protolanguage

So at eight months Nigel had a language. It cosgisf five signs, which
were frequently repeated when the occasion araosg;tleose around him, the
small group that made up his immediate family, ustb®d them and gave a
reply. They replied, of course, in their own langeanot in his; Nigel would no
doubt have been insulted to have his own signseddpack to him, but it never
occurred to anyone to try. What mattered was tkeatduld now converse: he
could initiate a conversation and be understoodmFthat moment, his route
into language was open.

For its relevance to linguistic evolution, we needinterpret this little
system, and then to follow Nigel through one stagtner.

The ability to mean is important to Nigel becauses ifunctional. He is
creating a language for a purpose, to do somethitigit. If we watch him at
eight months and notice the environments in whiehshusing these signs (the
context of situation in linguistic terminology), we will be aware oo kinds
of motive that lead him to communicate. One isagpratic one: he wants to be
given something, or he wants something to be damehim; and for these
purposes he used the iconic gestures of graspidgauthing. The other is a
more thoughtful mode; either he is expressing sityicabout what is going on
around him, or he is just ‘being together’, expmagdis awareness that he is
one person, his mother is another, and that theglaring an experience. These
he expresses by sound, his first true speech sadauisg established his ability to
mean, and gained recognition as a conversationgoagt 9% — 10 months, he set
about creating a rich protolanguage that wouldesem until he was ready to start
on English. At 10%2 months, he had a range of tweistnct signs; by 12 months,
this had increased to 20; by 13%2 months, to 27t5ynonths, to 31; and by 16%
months, to 50. By this time, however, he is begigrihe transition into the mother
tongue and his language is no longer of the stfjatbto’ kind.

If we look at the period of roughly six months tlcanhstitutes, with Nigel,
the period of the true protolanguage — say 9% — dfwviths of age — we find a
very clear pattern of functional development, whigl can interpret in terms of
these same two motifs. Let us exemplify from righthe middle of this six-month
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period, when Nigel is just over one year of agejastiabout beginning to walk. On
the one hand, he has a range of pragmatic signslimg the following:

‘give me that’

‘yes | want that thing there’
‘yes | want what you just said’ a:

‘do that again’

‘do that right now!

‘ves (let’s) do that’

‘no, don't (let’s) do that’
‘let’'s go out for a walk’

na ... (mid fall)
yi... (high level)
(high rise-Jall
3 (mid fall)
mn) (high fall; loud)
3 ... (low fall)
ala (mid fall + michh)

(slow glottal creak)

Note: . . . indicates that the sound was repeatmunally three or four times over

On the other hand, he had a range of signs imtieeaictional and personal

areas, including:

‘hallo Annal’

‘yes it's me; I'm here’
‘look, a picture; you
say what it is’

‘nice to see you; let’s
look at this’

‘| can hear an aeroplane’
‘that’s nice’

‘that’s funny (where’s it
gone?)’

‘a lot of talk!’

‘I'm sleepy’

an:na (high level + high level)
e: (low fall, long drawn out)
a:.da (high rise + mid jall
ededede  (proclitic + high level
+ high fall)
e.e (low fall + lov) fal
®yi: (mid level + mid fall)
mn) high rise-fall)

bwgabwga (low fall + low fall)
gyl ... (low level)

Apart from some instances of the last, which he alsed in the special
sense of playing a game of pretending to go tqsledrling up on the floor in a
little ball and closing his eyes tight, these atbeessed some form of the
relationship between himself and his environmenthee interaction with
another person, or pleasure, curiosity, disgustiethe outside world (or, in the
last case, withdrawal from it). In one or two @di cases, the two components
are combined: a fundamental theme in the protokaggis that of ‘let’s look at this
together’, typically a greeting or calling to atien of the other person with an
invitation to share an experience. It turns out th&s sharing of experience by
attending to some object that both can focus omgeldnd his mother looking at a
picture together, for example — is an importarg stevards the child’s conception of
a name, and hence towards the development of lgaguighe adult sense.

What is the primary function of signs such as tRedeghose of the first
group represent language in a ‘doing’ function attiwhich we refer to as
pragmatic — then the signs of the second group have mora thinking’

34



function: Nigel is using his ability to create me@s as a way of projecting himself
on to the environment, expressing his concern ivithwhat's in it for him, so to
speak — and so beginning systematically to exptorln my own work | have
referred to this as thmathetic function, meaning ‘for learning with’.

Nigel's protolanguage, from its earliest originsispllays these two
symbolic modes: to put it in other terms, it ioate both a means of action and
a means of reflection. Parallel studies that hagenbcarried out with other
children suggest that this twofold functional otaion is a general feature of
children’s language construction; see, in particul@lare Painter's book
Learning the Mother Tongu&Ve shall not pursue the story further here. Bigt |
important to point out, as we move away from theettgomental perspective,
that this complementarity of action and reflectiparsists way beyond the
protolinguistic stage. In the first place, it senas the central strategy by which
children move out of their protolanguage and malesttansition to the language
(or languages) of their cultural environment. Anidafly, it is also the
fundamental organising principle that lies behihd whole of adult language.
Every human language is a potential for meaninghese two ways: it is a
resource for doing with, and it is a resource fonking with. This is the most
important single fact about human language, andoéf o which we shall
return in our study of speech and writing.

Evolutionary Interpretations

Returning to Trevarthen for a moment: he made sbims, in the early
1970s, showing mothers interacting with small itdar8 — 10 weeks old. The
mother and child were facing each other; but Trnsr had two cameras
synchronised, and the picture was spliced so thelt eould be seen full face at
the same time. The impression was striking: a lkaohgas de deuxin which
mother and baby, though performing what were olshouotally different
movements, were yet in a curious way involved imamce together, with
remarkable synchrony. Then the film was shown anvsinotion; and you could
see that the child’s movements were slightly alefatie mother’s. So although
the child did not become animated until the mothattention was directed to
him — the initial invitation came from the motheprce the music started, so to
speak, it was the child who was leading the dance.

This is the pattern of all subsequent languageniegr— except that, once
he is mobile, the child does not wait to be invjted can initiate the interaction.
But the impetus always comes from the child; hepushing forward the
frontiers of language, with the mother, and otldose enough to be in his little
speech fellowship, tracking as he goes along. Thers ‘know’ the language
too — quite unconsciously; if you ask a mother wdhoonversing with a child at
the protolinguistic stage what the child is sayislge will probably answer the
way one such mother did to M. Halliday, rather s@dty: ‘He’s not saying
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anything. He can’t talk yet’ — this at the end afanimated exchange between
the two of them in which the child had been talkenl@rge part of the time. It is
a natural human tendency to want to mean.

It seems plausible though it cannot be proved or disprovettat the child’s
way in to language is somehow analogous to thelavmuage evolved in the human
speciesAccording to such an account, language would bagein in the form of a
small number of signs for expressing general mganielating to the needs of
human beings in their relations with others: megsisuch as ‘give me (some
object)’, ‘do (some service) for me’, ‘behave (ioetain way) for me’, and also ‘be
together with me’, ‘come and look (at this) with’melike (that)’, ‘I'm curious
(about that)’, ‘I don't like (that)’, and so on. @lessential function of the symbol is
that of sharing: shared action, or shared reflectio

Then (following the model of the child), particul@mdividual) persons and
particular (classes of) objects come to be asstian regular, repetitive
contexts with general meanings of this kind. Scadiqular sign evolves as ‘I
want to be togethewith you’ and that becomes a name of a person or a kin
relationship; another evolves as ‘give me (a paldickind of) food’, and so
becomes the word for food, or some class of ediblegs; another as ‘I'm
curious about (the animal that's makirtgat nois€, and so becomes the name
of the animal species; and so on. The process hghwd sign meaning some
such unanalysed semantic complex turns into a ranebe directly observed
with a small child, so we know that it can happamg the fact that this seems to
be thetypical developmental pattern suggests that the humarrierpe may
not have been very different.

Note that we are not here discussing the originthef form of the
expression: the phonetic or gestural shape of tl¢olphguistic sign. It is
possible to say something about that too, from whatbe observed of the way
small children create the expressions for theitgdamguage; the picture is far
from clear, in any detail, at this stage, but thiegiple that the most effective
symbol is one that is in some sense ‘natural’ ateel iconically to its meaning —
has presumably always held good.

1. We can see, for example, how children take thmds they have heard
themselves make naturally and turn them into pirggoistic signs: Nigel's
long-drawn-out and breathy:{] ‘yes it's me, I'm here’ (subsequently ‘yes
that’'s what | meant’, a signal that his meaning badn properly interpreted)
originated as a sigh, a release of tension on bemied by a voice he
recognised; while his [§Vi] was a self-imitation of the sound he had heard
himself make when going to sleep, thumb in frontip$ and breath going in
and out creating suction noises.

2. We can easily recognise ‘other-imitations’, ti@se of ducks and cats
and aeroplanes.
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3. There is a tendency that is not well understémdsmall children’s
pragmatic signs to incorporate nasality; perhampsplsi because it takes a
positive muscular effort to close off the nasalsaa®.

4. Some prosodic and paralinguistic features seatarally related to
certain meanings: loudness with intensity of feglirfalling tone with
definitiveness (certainty), rising tone with tentahess (uncertainty), and so on.

All these factors may have played a part in thdwian of language; we
cannot say. Languages change very quickly; they Ihad so many generations
to evolve — say 50 000 generations at least —ttieaé is no trace of their origin
left in modern speech. (Onomatopoeic words areeliais from the remote past;
they are remodelled every few generations.) Ilteihaps useful to be reminded
here that there is no such thing as a ‘primitiaiguage: all languages in the
world today are equally the product of this longgasss of evolution, and all are
equally well adapted to the cultures whose neexjssérve.

From Protolanguage to Language

In other words, all human languages are equallyréanoved from the
‘protolanguage’ stage we must have passed throughea early evolution of
homo loguensBut as to exactly how the protolanguage may leaxadved into a
language of the type represented by all languampss/t we can say very little —
because here even the developmental evidencekiadac

The reason for this is an interesting one. If we @ght, then for the first
6 — 9 months after creating his first symbolic siga child is in some sense
recapitulating the history of language. But thentddees a leap. There is, after
all, no need for him to go through the whole precetep by laborious step; as
soon as he is ready to take up the mother tongueah do so. He has in fact
been listening to it for a long time; when he heached the point where he can
understand how grammar works — typically a few rhenmto the second year —
he can start building it up for himself. (Some dhen like to think about it for
quite a long time before actually plunging in, andrry their parents by
remaining quite uncommunicative till they are thyears old; but provided they
show understanding of what is said to them, theldpment is still taking place.)

Since there was no more advanced model around adreancestors were
evolving language, presumably they did not take sugh leap — although we
cannot be sure. There is a critical difference betwa protolanguage and a
language, a threshold that has to be crossed; theme intermediate stage.
(There can be aixture between the two, and typically there is with cleld
the first features of ‘language’, in the adult senway appear quite early in the
proto-linguistic phase, while equally, protolangedgatures may continue well
on into the development of language. Some are ¢h dall present in adult
speech: so-called ‘interjections’ lik&h! and Ow! are in fact relics of
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protolanguage that have survived in adult speesb.jt may be that there is a
leap at this point in evolution as well.

What is significant for our present discussionas mow the transition was
made, but the nature of the transition itself. Wisathe essential difference
between language and protolanguage?

Essentially, the difference is this. A language ithree-level (‘tristratal’)
system. It consists of meanings, which are codedardings, which are then
recoded in sounds. In technical linguistic terms;ansists of three levels, or
‘strata’: asemanticlevel, agrammatical (strictly, ‘lexico-grammatical’) level,
and a phonological level. It does not code meadirgrtly into sound.

A protolanguage, on the other hand, is a two-l¢\msétratal’) system. It
consists of meanings that are coded directly intods. Or rather, we should say
into ‘expressions’, since as we have seen, thelprguistic sign may be expressed
either in sound or in gesture. (When language edplgound took over as the
primary medium of expression — it has the obvialhsatage that the receiver does
not need to watch what the sender is doing, or evdre able to see the sender at
all.) So let us say protolanguage consists simiphye@anings and expressions.

As far as we know, all communication systems incsggeother than man
are protolanguages. It may be that, as claimednmesof the studies referred to
earlier, chimpanzees or gorillas are capable ofaipg with language; but this
is doubtful — none of the examples given is conectusn this respect, and it
seems strange that if their brain is capable ohgl@o, they have not in fact
begun to evolve any such system among themselveareN home, we find
protolanguage in our pets: cats and dogs communicahis way, at least to us
(apparently rather less among themselves). Ima#d species, the basic unit of
communication is a protolinguistic sign: some urgsed semantic bundle (for
example, ‘I'm hungry — feed me!’) coded into somrefl expression (for
example, a particular miaow, or a rubbing of thachagainst some object).

A system of this kind is subject to various limibais, the principal one
being that it is impossible to mean more than tmegtat once. To do that, it is
necessary to be able to take the elements of aagespart and recombine them
in all sorts of different ways; but the constitugenf a two-level system are fixed
and immutable, like a system of traffic signaldheyt have to be, otherwise the
system would not work. They cannot be taken apattracombined. (They can
be strung out in a sequence, which gives an appeaua flexibility; but falsely,
since the meaning of the sequence is simply theduts parts.) To be able to
signal ‘My friend here is hungry’, or ‘Are you hunyg’, or even ‘I'm not
hungry’, you have to have a three-level system,which the various
components of meaning can be teased apart, cogqetasely by different
devices (selection, modification, ordering, prosodiodulation, etc. — all the
paraphernalia of grammar and vocabulary, in faat)d then recoded into a
single integrated output.
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There comes a point, therefore, in the life of thdividual, when the
protolanguage can no longer serve his needs; anddme thing must have
happened in the history of the race. It may beiptes$o use tools, with only a
protolanguage; but it is certainly not possible nake them. To become
toolmakers, we had to have language.

For a diagrammatic representation of the differdme®veen language and
protolanguage, see Figure 3.1.

(a) protolanguage

“‘content plane’

system of

semantics wordings

lexico-grammar ‘expression

plane’

system of
sounds

phonology

Fig. 3.1. Language and protolanguage

The theory described above is only one in a sefi@sany others striving
to explain the origin of language in a specific apeg subject. Later in the
course of Linguistics, you will learn about anotlfi@mous hypothesis, the so-
called innatist theory of language development,kedrout by H. Chomsky.
Below are given fragments describing a yet anothension of language
acquisition process. We hope that acquaintance tivéim will stir up your own
interest in the fascinating field of language depetent.
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V. Further Reading

From: Farris P.J. Children’'s Language Acquisition Language Arts.
Indianapolis, Oxford: Brown and Benchmark, 199%.-403 — 108.

Children’s Language Acquisition

The development of speech in children is summarinetiable 3.1. This
development is the same for children throughoutwloeld regardless of the
language. French and Thai children babble betwleerages of 3 and 6 months
just as children who grow up in English-speakingrdaes do. Children who
are language delayed because of mental retarda@wartheless still acquire

language in the same order as children of averagbave average intelligence.
Table 3.1
The Development of Vocalization

Crying Birth

Cooing, crying 1 — 2 months
Babbling, cooing, crying 3 — 6 months
First words 8 — 14 months
First sentences (telegraphic speech) 18 — 24 months
Simple syntactic structures 3 — 4 years
Speech sounds correctly pronounced 4 — 8 years
Most semantic distinctions understood 9 — 11 years

At birth, a baby is capable of producing soundshen@f which arc
articulate or understandable. The infant is noteetipped to produce speech.
However, within a relatively short time, the bal@fimes vocalization until the
first word is produced.

Newborns are usually exposed to large amountsimiukttion: auditory,
visual, and tactile. They quickly learn to distilgfuhuman voices from environ-
mental noises. By 2 weeks of age, infants can r@zegheir mothers’ voices.
Between 1 and 2 months of age, infants start piadutiuman” noises in the
form of cooing as they make sounds that have a vhkeeoo quality. They use
intonation. Soon they can understand some simpitds\eind phrases.

Babbling

About midway through their first year, babies bewirbabble. This sign of
linguistic capacity is indicated when they repeatsonant-vowel combinations
such asa-na-naor ga-ga-ga Unlike cooing, babbling tends to occur when the
babies are not attempting to communicate with athar fact, some babies
actually babble more when they are alone than vgemple are present in the
room with them.

During babbling, babies do not produce all posssadends: they produce
only a small subset of sounds. Indeed, sounds peatearly in the babbling
period are seemingly abandoned as experimentamgindwith new combinations
of sounds. Research by Oller and Eilers (1982shag/n that late babbling contains
sounds similar to those used in producing earlyd#a/such ada-da-da.
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Semantic Development

Young children first acquire meaning in a contentinb way, as a part of
their experiences in the world that are largelated to a daily routine. Mother
may say. “It's story time,” but the youngster isealdy alerted by the picture
book in Mother’'s hand. “It's time for you to takebath” may not convey the
message by itself; the time of day or evening dmal gresence of a towel,
washcloth, and toys for the tub also give cluesc&ithe sharing of stories and
baths are a regular part of the child’s daily ne@tithe young child has mapped
out language in terms of observations.

Around their first birthday, babies produce thanstf word. Typically,
dada mama bye-bye or papaare characteristic first words; they all have two
syllables that begin with a consonant and end aibwel.

Because youngsters’ first words convey much meafuinthem, most first
words are nouns or namegsice, dada doggie andhorsie Verbs suclas goand
bye-bye in this case meaning to go, quickly follow. Corittaden words
dominate children’s vocabulary at this age, ang fiessess few function words
such asn, through andaround

The use of one word to convey a meaningful messagealled a
holophrase For instance, “cookie” means “l want a cookie.”

First words may be overapplied. “Doggie” may refeia four-legged animal
with a tail. The neighbor’'s pet cat would also duallony, age 14 months, lived
next to a large cattle-feeding operati@ow was one of his first words. When Tony
saw a large dog or horse, he immediately identifredanimal as a “cow.” Later,
Tony refined his definition to refer only to femalattle as “cows.”

Semantic development in children is interesting,sfgeaking and listening
abilities can vary with the same child. Gina, ari@nth-old, was playing when
her uncle pointed to a clock and asked, “What'$Xh&etting no response, he
pointed to other objects in the room: the televiset, the fireplace, and a table.
Each time her uncle asked, “What’'s that?” Gina iyeleoked at him. He
decided she didn’'t know the names of the objeabste$t his theory, he tried a
new line of questioning. He asked Gina: “Wheres thble? Where’s the clock?
Where's the fireplace? Where’s the television s&&h time, Gina pointed to the
correct object. Gina’s listening vocabulary exceaer speaking vocabulary. In the
next few months, she began using the names ofatine sbjects in her speaking
vocabulary, as the objects became more importdrg@rtoonveying of messages.

Vygotsky argued that young children initially ussaguage only as a tool
for social interaction. Later, they use languagth o talking aloud during play
and in verbalizing their intentions or actions.
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Telegraphic Speech

After producing their first word, children rapidéievelop their vocabulary,
acquiring about 50 words in the next 6 months. As$ time, children begin
putting words together to express even more meahengthat found in a single
word. In this way, children convey their thoughist they omit function words
such as articles and prepositions. Brown and Fr@d$#3) call these two-word
utteranceselegraphicbecause they resemble telegrams that adults vgeuld.

The limited number of words in telegraphic speeempts children to get
their message across to others very economicatly. ifistance, Sarah, age
20 months, says, “More juice” instead of, “I wamo#her glass of juice.” The
resultant message is essentially the same as treeafaorate sentence.

Overgeneralization

Young children acquire the grammatical rules of lishg but often they
tend toovergeneralizeFor example, a 3-year-old may refemousesandfoots
rather thanmice andfeet Comedmay be substituted fazameand, similarly,
falled for fell. Such overgeneralization indicates evidence ofctieativity and
productivity of the child’'s morphology because #hdsrms are neither spoken
by an adult nor heard by the child.

In early childhood, children tend to invent new d®ras part of their
creativity. Clark (1981, 1982) observed childrentween the ages of 2 and
6 years and found that they devised or invented wevds to fill gaps in their
vocabularies. Clark found that if children had fattgn or did not know a noun,
the likelihood of word invention increase@ourer was used focup andplant-
man for gardenerin such instances. Verbs are often invented innalas
fashion, yet the verbs tend to evolve from nouecthildren know. One 4-year-old
created such a verb from the nocmacker when she referred to putting soda
crackers in her soup as “I'm cracking my soup”.

Children often substitute words that they know feords that are
unfamiliar to them. A 3-year-old was taken by heamgimother to sedhe
Nutcracker After intently watching the ballet for a period wme, the child
inquired, “Is that the can opener?”

Children tend to regularize the new words they teregust as they
overgeneralize words they already know. Thus, &amiay refer to a person
who rides a bicycle as a “bicycler,” employing finequently usederadjective
pattern rather than the rare, irreguiat form to create the worlicyclist

Semantic development occurs at a slower rate thanplibnological
development and syntactic development. The gramarasyntax, of a 5-year-
old approaches that of an adult. The child canadlgticarry on a sensible
conversation with an adult. There are only a feangnatical patterns, such as
the passive voice and relative clauses, yet tachaiged at this age.
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By age 4, a child understands all of the soundslanguage; however, the
child may be 8 years old before he or she is abpgdduce the sounds correctly.
For example, Jeff, age 3 Y2, was going shopping ghmother and her friend
Penny. While they were waiting for his mother t¢ geady, Penny noticed that
Jeff had a wallet and some money. She asked Jeif méplanned to buy. Jeff
said, “A purse.” “A purse?” Penny asked. To thigesfion, Jeff insisted. “No, |
want a purse.” Since the boy seemed to enjoy plawith trucks and cars,
Penny was quite confused so she changed the cativersAt the shopping
mall, Penny volunteered to help Jeff with his shogpShe asked Jeff to show
her what he wanted to buy, thinking perhaps a cagrgase for miniature cars
was what he had in mind. Jeff led her to a largpldy of blue, red, and white
things in the department store. Penny smiled aitt] ‘Séou want a Smurf!” Jeff
beamed, “Yes, | want a purse.” Jeff obviously codistinguish the difference
between the wordSmurfandpursewhen someone else said them, but the words
sounded identical to him when he produced them.

Discussion Questions/Professional Development Atgg

1. Are the data given by P. Farris of any practarad theoretical interest?
Why?

2. Do all kids acquire language exactly as it isatied in Table 3.17?

3. Is linguistic capacity really indicated when kicepeat consonant-vowel
combinations such as na-na-na?

4. Does P. Farris’'s account really explains to usw hwe start
communicating?

5. What about children who start talking at 3, 4ven 5 or 6 and become
celebrities (Consider the story of the famous MdR®e

*k%k

From: Santrock J.W. Biological Influences // Chddr Madison: Brown and
Benchmark, 1995. — P. 204 — 205.

Biological Influences

The strongest evidence for the biological basimonfuage is that children
all over the world acquire language milestones labua the same time
developmentally and in about the same order, dedpi¢ vast variation in
language input they receive. For example, in soutiei@s adults never talk to
infants under one year of age, yet the infantt atdjuire language. Also, there
Is no other convincing way to explain hawickly children learn language than
through biological foundations.

With these thoughts in mind, let's now explore fofowing questions
related to biological influences on language: Howorgyly is language
influenced by biological evolution? Are childrerolaigically prewired to learn
language? Do animals have language? Is there@tperiod for language?
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Biological Evolution

A number of experts stress the biological foundetiof language. They
believe it is undeniable that biological evolutisimaped humans into linguistic
creatures. In terms of biological evolution, thaiby nervous system, and vocal
system changed over hundreds of thousands of y@aos.toHomo sapiensthe
physical equipment to produce language was noteptedomo sapiensvent
beyond the groans and shrieks of their predecessitiisthe development of
abstract speech. Estimates vary as to how londhag@ans acquired language —
from about 20,000 to 70,000 years ago. In evolatipnime, then, language is a
very recent acquisition.

Biological Prewiring

Linguist Noam Chomsky (1957) believes humans awkgically prewired
to learn language at a certain time and in a cevtay. He said that children are
born into the world with danguage acquisition device (LAD)a biological
prewiring that enables the child to detect certiinguage categories, such as
phonology, syntax, and semantitAD is an innate grammatical ability that
underlies all human languages.

Do Animals Have Language?

Many animal species have complex and ingenious waysgnal danger
and to communicate about basic needs, such asaioddex. For example, in
one species of firefly, the females have learneunitate the flashing signal of
another species to lure the aliens into their tayi Then they eat the aliens.
However, is this language in the human sense? ®Wimatt higher animals, such as
apes? Is ape language similar to human language®€teach language to them?

Some researchers believe that apes can learn &guane simian
celebrity in this field is a chimp named Washoepwlas adopted when she was
about 10 months old. Since apes do not have thal apparatus to speak, the
researchers tried to teach Washoe American Sigguage, one of the sign lan-
guages of the deaf. Washoe used sign languagegdevaryday activities, such
as meals, play, and car rides. In 2 years, Wastemmed 38 signs and, by the
age of 5, she had a vocabulary of 160 signs. Waklaraed how to put signs
together in novel ways, such as “you drink” anduyme tickle.” A number of
other efforts to teach language to chimps havesiradar results.

The debate about chimpanzees’ ability to use laggdacuses on two key
issues. Can apes understand the meaning of symbdlsat is, can they
comprehend that one thing stands for another -candapes learn syntax — that
Is, can they learn the mechanics and rules that lgiman language its creative
productivity? The first of these issues may havenbsettled recently by Sue
Savage-Rumbaugh and her colleagues (1993). Theyn cthat pygmy
chimpanzees have a communication system that cambine a set of visual
geometric symbols and responses to spoken EngbstiswThey state that these
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animals often come up with novel combinations ofdgoand that their language
knowledge is broader than that of common chimpaszee

The debate over whether or not animals can useudm® to express
thoughts is far from resolved. Researchers agmeatiimals can communicate
with each other and that some can be trained toipukte languagelike
symbols. However, although such accomplishments beyemarkable, they
fall far short of human language, with its infinibember of novel phrases to
convey the richness and subtleties of meaningatethe foundation of human
relationships and communication.

Is There a Critical Period for Learning Language?

Former Secretary of State Henry Kissinger's heavgrn@an accent
illustrates the theory that there is a critical ipérfor learning language.
According to this theory, people who emigrate afier age of 12 will probably
speak the new country’s language with a foreigreacthe rest of their lives,
but, if people emigrate as young children, the acgmes away as the new
language is learned. Acquiring an accent is lekge to how long you have
lived somewhere than to the age at which you makerck. For example, if you
move to a certain part of New York City before youn 12 you'll probably
“tawk” like a native. Apparently, puberty marks tblese of a critical period for
acquiring the phonological rules of various langesagnd dialects.

The stunted language development of a modern “ehittl” also supports
the idea of a critical-period for language acquasitin 1970 a California social
worker made a routine visit to the home of a phytialind woman who had
applied for public assistance. The social workscaovered that the woman and
her husband had kept their 13-year-old daughterneSecked away from the
world. Kept in almost total isolation during chilolid, Genie could not speak or
stand erect. During the day, she was left to siedaon a child's potty seat,
restrained by a harness her father had made —alié move only her hands
and feet. At night she was placed in a kind ofiticket and caged in a crib with
wire mesh sides and a cover. Whenever Genie madse, her father beat her. He
never communicated with her in words but growled lasrked at her instead.

Genie spent a number of years in extensive reletimin programs, such as
speech and physical therapy. She eventually leamealk with a jerky motion
and to use the toilet. Genie also learned to razegnany words and to speak in
rudimentary sentences. At first she spoke in onsdwatterances. Later she was
able to string together two-word combinations, swsh “big teeth,” “little
marble,” and “two hand.” Consistent with the langeadevelopment of most
children, three-word combinations followed — forample, “small two cup.”
Unlike normal children, however, Genie did not reapow to ask questions and
she doesn't understand grammar. Genie is not abldistinguish between
pronouns or passive and active verbs. Four yetssife began stringing words
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together, her speech still sounded like a garldiegitam. As an adult she speaks in
short, mangled sentences, such as “father hit‘leig,'wood,” and “Genie hurt.”
Children who are abandoned, abused, and not exposéghguage for
years, such as Genie, rarely learn to speak ngrm3lich tragic evidence
supports the critical period hypothesis in langudgeelopment. Researchers
debated the actual cutoff for a critical periodlanguage development. Some
argue that the age of 5 is the endpoint of a aliperiod; others say puberty.

Discussion Questions/Professional Development Attg

1. Do you share the author's conviction that theree biological
foundations to language development? Why yes? Andnwo?

2. Are children really biologically prewired to leelanguage?

3. Do animals have language?

4. Is there a critical period for language acqiaisi

5. What is the basis for the critical period, bgplar social environment?

VI. Glossary

ontogeny-tracing structures back historically to the infameychildhood of the
individual;

phylogeny— tracing structures back historically to the infararychildhood of
the human race;

babble — the combination of a consonant sound and a vowehddhat is
repeated; example, “da-da-da”;

holophrastic speech a one-word utterance first used by children betwthe
ages of 12 and 18 months to convey meaning; exarplece” for “I want
more juice”;

telegraphic speech two-word utterances first used by children betv&8 and
24 months of age to convey meaning; example, “Do@dgone” for “The dog
Is gone”.

VIl. Case Study

Interview three to five parents to find out abdw first vocal and gestural
signs their kids used in communication. Interprbe tresults from the
perspectives outlined in the unit.

VIIl. Test Yourself

Match As and Bs
A.
1) In the case of language development all theeemd we can have is...
2) A symbolic act is an act of meaning which is...
3) The ability to mean is important to any kid, dese it is...
4) A language is...
5) The system of a protolanguage is...
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1) ...addressed to someone; unless there is a redeivid not work.

2) ...derived from what we know about how childreartelanguage.

3) ...a three-level system. It consists of meaninglich are coded in
wordings, which are then recoded in sounds.

4) ...functional. Language is created for a purptsepo something with it.

5) ...subject to various limitations, the principleneo being that it is
impossible to mean more than one thing at a time.
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UNIT 4: THE THEORY OF SPEECH ACTS AND PRAGMATICS

[. Outline

. The object of study of communicative linguistics

. General outline of speech acts theory.

. lllocutions.

. Perlocutions.

. Locutions.

. Pragmatics.

. Language through the perspective of speechlaatsy and pragmatics.

ll. Objectives
After reading the below stuff, you should be abte t

~No ok, WNBRE

—outline briefly what communicative linguistics iisvolved with in its
study of language;

— explain the approach of the theory to the basicofilanguage as activity;

— define the main constituents of the speech acts;

— comprehend how language is viewed from the petisqeeof pragmatics
and the theory of speech acts;

— explain how speech acts are performed, clask#yntinto groups and
interpret their major dimensions.

lll. Key words: structuralism, perlocution, macrolinguistic modkdgcution,
complete, performative, meaningful, type, functlprdirect, intentional,
indirect, illocutionary, pragmatics, sentence, uéece.

I\VV. Horizons of the Speech Acts Theory and Pragmats

In the previous lecture we touched upon symbolid anon-symbolic acts.
And we emphasized that when learning to talk adcbdmmunicates not with
words or any other linguistic structural units ith acts to control his or her
environment, and we defined the acts as symbolic

What are the acts? How are they different from tings of structural
linguistics? The latter are constituent elementslasfguage viewed as a
structure, which functions irrespective of the eomment. Communicative
linguistics deals with actual human interactionsditoned by a great variety of
factors which taken together constitute the modetamnmunication. That is
communicative linguistics describes communicatientaeally manifests itself
in human society.

Communicative linguistics deals with what peopleaméy the language
they use, how they actualize its meaning poteaad communicative resource.

In other words, while structural linguistics anagzand models the system
of constituent units of language and their funcionside the mechanism of
language, communicative linguistics deals with aktlhuman interactions
conditioned by communicative intentions, psychojagytural values and relations
of speakers, i.e., it describes the role of comaatioin in the human community.
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The Theory of Speech Acts

It is evident that studying language as behaviaagti\{ity) communicative
linguistics cannot operate on the structural urike phonemes, morphemes,
words, and sentences as they break down the protessnmunication: none of
these units can function separately and fulfill tt@mmunicative function.
Besides, even the largest structural units, likerahces, are of little help for the
theory of speech activity because their definiteord singling out is based on
formal criteria which disregards intentions, mosvend contexts. Consider the
following example of interaction:

A: What's your problem?
B: | am fine!

This dialogue presents a clear-cut sample of spegmbode as a unit of
language structure. But it tells us very little abthe speakers’ intentions and it
allows of several interpretations unless we exantim@ewhole macrolinguistic
model of this episode: motives, channels, chamstiefeatures of the speakers.

For the analysis of actual communication centeresural the human
speaker we need to model a different unit. It stidad a complete, meaningful,
functional, intentional, socially purposeful unit motivated speech. This unit
has acquired the name gfheech actand its further exploration has led to the
formation of the theory of speech adtse(speech act theory

The theory of speech acts as a special disciplaedevised initially by the
philosophers of language J. Austin and J. Searlthéan50s and 60s of this
century. Then, it attracted the efforts of phildsers and logicians who have
also contributed much to the interpretation of camioation as a purposeful
(otherwise called illocutionary) act. This theoiy aell as the theory of speech
activity on the whole, was developed in oppositiorstructuralism, and as an
expansion and prolongation of the ideas of W.vormbloldt who defined
language as activity many decades ago, and itichrtiaid the foundation of
future pragmalinguistics.

It was the hope of the early speech act philosaptieat to study speech
acts would be to study linguistic communicationAdstin and J. Searle wanted
to get away from the study of structural unitsgligentences and words and
instead concentrate on action-based units and pleeformance: “The reason
for concentrating on the study of speech actsmplsi this, — said J. Searle — all
linguistic communication involves linguistic act3he unit of linguistic
communication is not, as has generally been suppdke symbol, word or
sentence, but rather the production or issuancéhefsymbol or word or
sentence in the performance of the speech acSdarle, 1969 ).

On the basis of this functional orientation, thelgdophers of language
developed the theory of how acts are performedtarances. According to their
illocutions (aims, purposes) the speech acts wéassified into types and
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therefore we single out: requests, orders, suggestiabuses, statements,
performatives, proposals, commitments (promises), daturally, scholars hold
different views on the number, essence and cleastn of illocutions, and the lists
of speech acts may vary with authors (we obsethedadriability of communicative
models before). But on the whole, the lists of spegcts coincide with the lists of
activity goals which people pursue and expressiigtigally.

Now it is important to note how the notion of spgeexct in this theory
actually differs from the notion of sentence irustauralism. In early works of
the philosophers of language the speech act wasededs structurally identical
with the sentence, and on this formal principleegiheacts were extracted from
texts (discourse). Later on this limitation wasaresidered, but not completely,
and in many instances these two phenomena (speeeamd sentence) coincide
in form. Let us observe the following simple exaepl

— This is my home.

When pronounced outside the context this chunlpeésh may be regarded as a
sentence. It has no addressee, no purpose, noutiioc But in real
communication it should be motivated and purposeiilerwise it would be not
uttered at all. And it happens so that one sent@agerepresent several speech acts:

— This is my home. (Do come in!) — sounds as anatiit.
— This is my home. (Do not come in!) — sounds ahipition.
— This is my home. (Look around) — sounds as a stateratc.

Different speech acts here lead to different e$fect the addressees (these
effects are otherwise called *“perlocutions”). Othe other hand, one
illocutionary act may be verbalized in the form different sentences (these
forms are otherwise called “locutions™), like the following example featuring
the act of invitation:

— This is my home!

— Come in, please!

- Welcome!

— Make yourself at home!

The choice of each variant in communication wilpeled on the relations of
people, time, place and other settings of speeelsidBs, illocutions may be
expressed directly (like iWelcome! Come in, please) indirectly (like inThis
is my homé@! And, therefore, we differentiate direct speech attwhich the
form coincides with the purpose expressed (or iadamic terms: locution
coincides with illocution), and indirect speechsantwhich the form is not indicative
of illocutionary force but can be nevertheless dedaby the listener in the context
of speech (compare, for example, how we understatdrical questions).

Hence, to understand the illocution (aim) of a spe&ct we need to know
all the components and participants of the comnativie process because the
effect and successfulness of our speech depentlsean This idea unites the

50



theory of speech acts with other branches of conmrative linguistics. At the
same time, the theory of speech acts in particebglains the forms of
structuring of different acts, their regular granticel models and types, the
way indirect acts are created in the language ,(lfke example, a formal
statement: like it in a context turns into a threat or abuse or estgn).
Therefore it is evident that the theory of speecks as closely related to
grammar and text linguistics.

But let me show you that this theory is not fredimiitations. Although a
conception of language as part of a theory of adtdially sounded promising,
later it lead people to disappointments. In spiteit® functional orientation
philosophy of language has shown no interest inviag members of society
actually behave in different types of social entersy how they manipulate
language to achieve their goals, and what rulesergov¥his manipulation. It
disregarded sociology and psychology of speechvimhaf individuals and was
criticized for it. But nevertheless, its appearantdinguistics is an outstanding
event, an attempt to classify speech behavigrto.enodel live speech.

Now, our next objective is to show how communicatilinguistics
overcame some of the limitations of the Speech Bwtory by expanding its
object (speech acts) to include pragmatic strasegfispeakers. This new branch
has acquired the name of pragmatics or pragmastigsi

Pragmalinguistics

To begin with, let us ask ourselves the followingestion: How should
speakers behave in order to make their speechigé@c

It is commonly known that to achieve their goalspe resort to different
strategies in their behaviour. Do analogous stresegxist in speech? The
answer is, certainly, yes. The attempt to studyscdee and interpret these
strategies directed at successful and competerickpleehaviour has brought
about new branch in the communicative linguistn@mnely, pragmalinguistics.

The term originates from Greek ‘pragma’, meaninged. First it was
used in science to name a branch of semiotics gnhmfacs that deals with the
relation between signs and their users. As a Istgui discipline
pragmalinguistics (otherwise called linguistic pragics) is comparatively
young. It sprang up in the 70s of the last centulmgn the interest of linguists to
the social aspects of language was especiallygtitmirecognition is due to the
fact that the importance of contextual factorseéoagnizing speech act functions
became widely agreed upon and a level was needealcdount for such
considerations. Thus, for example, G. Leech, wha iselebrity of American
linguistics, and who once strongly opposed ‘contak$m’ and considered
pragmatics as the ‘ragbag of linguistics’, had tima that we cannot really
understand the nature of language itself unlessinvaderstand pragmatics: how
language is used for communication. His later malilons, like ‘Principles of
Pragmatics’ made a valid contribution in the depaient of the theory.
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The new science also borrowed some older ideabeophilosophers of
language, especially the ideas of L. Wittgensteihe famous German
philosopher. L. Wittgenstein considered that lamgguas any other social
activity is rule-governed; these rules lie outsidte language itself in the
extralinguistic reality, and they determine the ickoof certain ‘linguistic
games’, i.e. speech strategies: special forms dfawer necessary for
communication to be successful. These rules otistg behaviour are fixed in
the habits, norms and traditions of speakers, laei knowledge is a sign of an
individual’'s proper socialization.

The idea of speech strategies was further develbged. Chomsky who
introduced the notion of ‘communicative competenceéaning speakers’
command of the interactionally proper and usefléguf speech behaviour
(N. Chomsky, 1965). Let us illustrate the natur¢hee rules.

The question we have to answer now is: What shepk&hkers know to
ensure successful communication? Is it only thewkedge of language
structures, like words, phonetics, grammar? Anyovauld answer that a
competent speaker should know a lot more.

D. Hymes considers that communicative competenaaivas not only the
knowledge of language structure, but a lot of doaral cultural information
which enables speakers to understand the commiwaicahlue of linguistic
forms (D. Hymes, 1972). Any speakers of a foremmguage will find it easy to
recall the situations when they were not sure fwexpress their anger or gratitude
in a proper way, how to react to an invitationcompliment, or offer, etc. These
doubts always result from a low communicative caemee, lack of knowledge of
how conventional norms of behavior should be remtesl in linguistic forms.

One may ask if there are any general rules govgrmragmatically
adequate speech behavior. H.P. Grice, the Ametiognist and philosopher
has answered this question positively. H.P. Gns@stigated this issue and in
the 70s he worked out and published the system uoh shasic rules,
conversational postulates effective in any languayemunity. These postulates
(also known as Gricean Maxims) originate from hienegral Principle of
Cooperation which reads that the speaker’'s commatim&contribution at every
stage of encounter (dialogue) should be adequatketaommon goal of this
encounter. In other words, every speaker’'s utt@rancits quality, quantity,
manner and mode should lead to success in comntiomdal.P. Grice, 1968).

Grice’s rules of cooperation list numerous commatme conditions under
which speech is most efficient. Among these pragméte.usefu) rules there
are, for example, the following:

(1) Communication is more successful when the lmtetors have some
common background knowledge.

(2) Communication is more successful when the liotetors are mutually
interested in the topic and results of interaction.
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(3) The more the interlocutors know about each rotihe more successful
IS communication (H.P. Grice, 1968).

Therefore, pragmatics focuses on the intentionsspéakers, on the
conditions of communication and communicative sgags which lead to an
effective organization of social activities. Langea is modelled by
pragmalinguistics in the form of activity organigirrules, also known as
pragmatic norms. These norms are transmitted freneiation to generation in
every society alongside with other social instaos. Some of the pragmatic
norms are systematized, like the norms of etiquettéhe rules of politeness.
Politeness makes up one of the closely studiedisfi@f pragmalinguistics.
G. Leech devoted his study of pragmatic rules todiscussion of the
interpersonal rhetoric, principles of politenessl arony, to the principles of
processibility, clarity, economy and expressivi9ther norms, though not
recorded, are known to every educated speaker las afi behaviour, like:
speech should be brief, intelligeable, appropriate, This interest in speech
strategies modeling the process of adequate ittenawithin the society makes
pragmalinguistics a very practical study.

Summing up what has been said above we may saythbkatuthors
working in the field of pragmatics claim that lamge provides a means
whereby certain actions may be performed. Any huatterance, the speech-act
theory claims, is not first of all a species ofdaage, but is rather a species of
action. Language, in this view, provides a meansralby certain actions may
be performed. The main thesis is that communicaséslanguage to form an
utterance; in so doing, they also perform relatettbas and make possible the
performance of certain actions in the responsdbéyisteners or readers.

Focusing on language and other sign systems, stalist and semiotic
models regard language as a self-contained systemsenmanifestations are to
be understood primarily through structural analy$ise discussed theory views
it differently. In the view of its authors and follers language is not a semiotic
system which absorbs and contains history, butarieh emerges from history.

The speech-acts theory and pragmatics offer a ngmwoach to the
understanding of language by actually claiming #wton is a larger and more
basic category than language. Language is not posia@r more primary than
action, but it is a product of human action and alsneans whereby we perform
certain kinds of action. Language is never autonsryend context-free. It is a
means, an instrument, an enabling device for sditie @ctions of human beings. If
everything that human beings do or can do is aanns of action, then both the
development and use of language are actions, amdtee working and reading of
texts are actions. The speech-act theory and litsviers, thus, try to show how
language and texts function in the context of athkn actions.

Below are extracts from books dealing with the essdiscussed. See how
the authors’ arguments correlate with what was isaeide lecture.
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V. Further Reading

From: Searle J. What is a speech act // Language sotial context. Ed. P.P.
Giglioli. England: Penguin Books, 1980. — P. 13637.

In a typical speech situation involving a speakengearer, and an utterance
by the speaker, there are many kinds of acts agsdciwith the speaker’s
utterance. The speaker will characteristically havaved his jaw and tongue
and made noises. In addition, he will characteadlf have performed some
acts within the class which includes informing moitating or boring his hearers;
he will further characteristically have performecdsawithin the class which
includes referring to Kennedy or Khrushev or thetNd’ole; and he will also
have performed acts within the class which includglsing questions, issuing
commands, giving reports, greeting and warning. fleenbers of this last class
are what Austin called illocutionary acts and iwigh this class that | shall be
concerned in this paper, so the paper might hawn lmalled ‘What is an
lllocutionary Act?’ | do not attempt to define tle&pression ‘illocutionary act’,
although if my analysis of a particular illocutiogact succeeds it may provide
the basis for a definition. Some of the Englishbgeand verb phrases associated
with illocutionary acts are: state, assert, desgrivarn, remark, comment,
command, order, request, criticize, apologize, @exsapprove, welcome,
promise, express approval and express regret. ietdimed that there were
over a thousand such expressions.

By way of introduction, perhaps | can say why hthit is of interest and
importance in the philosophy of language to stuggesh acts, or as they are
sometimes called, language acts or linguistic ddisink it is essential to any
specimen of linguistic communication that it invela linguistic act. It is not, as
has generally been supposed, the symbol or wosgrmtence, or even the token
of the symbol or word or sentence, which is thet uaf linguistic
communication, but rather it is the productionta# token in the performance of
the speech act that constitutes the basic unihgtilstic communication. To put
this point more precisely, the production of tha@teace token under certain
conditions is the illocutionary act, and the illtionary act is the minimal unit of
linguistic communication.

Discussion Questions/Professional Development Atgg

1. What are some of the English verbs which hade twith illocutionary acts?
2. What constitutes the basic unit of verbal comicatron?
3. How does the author define the illocutionary?act
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From: Hymes D.H. On communicative competenceB/ Lride and J. Holmes
(eds.): Sociolinguistics. Penguin Books, 1972..2H1 — 279, 281.

In this text, the objection to the orthodox idealian of language for
linguistics is based on the observation that laggua much more than an abstract
system of rules for linking form and meaning:stalso the use of such rules to
communicate. A valid model of language should tfegesalso account for its use

in ‘communicative conduct and social life’

We break irrevocably with the model that restritiés design of language to
one face toward referential meaning, one towarchgoand that defines the
organization of language as solely consisting tsrdor linking the two. Such a
model implies naming to be the sole use of speashf languages were never
organized to lament, rejoice, beseech, admonisigrage, inveigh, for the many
varied forms of persuasion, direction, expressioth symbolic play. A model of
language must design it with a face toward comnatime conduct and social life.

Attention to the social dimension is thus not nestd to occasions on
which social factors seem to interfere with or nestthe grammatical. The
engagement of language in social life has a p@&sifproductive aspect. There
are rules of use without which the rules of grammvauld be useless. Just as
rules of syntax can control aspects of phonology pist as semantic rules
perhaps control aspects of syntax, so rules ofcépaets enter as a controlling
factor for linguistic form as a whole.

The acquisition of competence for use, indeed, bmstated in the same
terms as acquisition of competence for grammar.hwithe developmental
matrix in which knowledge of the sentences of alege is acquired, children
also acquire knowledge of a set of ways in whichtesgces are used. From a
finite experience of speech acts and their integddpnce with sociocultural
features, they develop a general theory of the kipgaappropriate in their
community, which they employ, like other forms aefcit cultural knowledge
(competence) in conducting and interpreting sdid&l

There are several sectors of communicative competeof which the
grammatical is one. Put otherwise, there is bemaaind underlying it, there are
several systems of rules reflected in the judgesiantl abilities of those whose
messages the behavior manifests.

Discussion Questions/Professional Development Attg

1. ‘There are rules of use without which the rubdsggrammar would be
useless’. What do you think Hymes has in mind he@ah you think of
examples of such ‘rules of use’?

2. Halliday talks about ‘functions of language’ akigmes, in this text,
talks about ‘rules of use’ and ‘rules of speecls’ado you think that the three
expressions mean much the same thing?
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From: Searle J.R. Speech Acts. Cambridge UniveRsiggs, 1969. — P. 17 — 18.

Texts 3 and 4 deal with the relationship betweea $peech act, the
sentence, and the utterance, and therefore witkdigitiection between semantics

and pragmatics. In this text, Searle argues tleastihdy of the meanings of speech

acts is not essentially different from the study seintence meaning, and is

therefore part of semantics. And yet the meaning sfpeech act is dependent too

on its being performed in an appropriate (non-lisgic) context.

There are, therefore, not two irreducibly distiseimantic studies, one a
study of the meanings of sentences and one a stlidye performances of
speech acts. For just as it is part of our noticin® meaning of a sentence that a
literal utterance of that sentence with that megumina certain context would be
the performance of a particular speech act, sopait of our notion of a speech
act that there is a possible sentence (or sentettoesitterance of which in a
certain context would in virtue of its (or theireaning constitute a performance
of that speech act.

The speech act or acts performed in the utterahce sentence are in
general a function of the meaning of the sentefbe. meaning of a sentence
does not in all cases uniquely determine what $peaetis performed in a given
utterance of that sentence, for a speaker may meae than what he actually
says, but it is always in principle possible fomho say exactly what he means.
Therefore, it is in principle possible for everyesph act one performs or could
perform to be uniquely determined by a given sesgefor set of sentences),
given by the assumptions that the speaker is spgdkerally and that the
context is appropriate. And for these reasonsa@ystfithe meaning of sentences
IS not in principle distinct from a study of speeatts. Properly construed, they
are the same study. Since every meaningful sentengdue of its meaning can
be used to perform a particular speech act (orerarigspeech acts), and since
every possible speech act can in principle be gasmrexact formulation in a
sentence or sentences (assuming an appropriatextaftutterance), the study
of the meanings of sentences and the study of bBpeets are not two
independent studies but one study from two diffepaints of view.

Discussion Questions/Professional Development Atgg

1. Speech acts are referred to by Hymes in theiqusvextract. He
associates them with rules of use. Is this congistith the view of speech acts
expressed by Searle in this text?

2. Why are the study of the meaning of sentencetlaadtudy of speech
acts not two independent studies?
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From: Blakemore D. Understanding Utterances: Amddtiction to Pragmatics.
Blackwell, 1992. — P. 39 — 40.

The writer here draws a clear distinction betwesmantics and pragmatics,
and, in respect to the latter, acknowledges thevasice of non-linguistic
knowledge (which would include the knowledge of mympiate contexts for
speech acts) in the interpretation of utterances.ufierance can be acceptable
(that is to say, appropriate in context) withounlgegrammatically well-formed as
a sentence. This would seem to suggest that s@atcheaning cannot, after all,
be subsumed under the study of sentence meaning.

Since an utterance consists of a certain sequemplrase with a certain
syntactic structure and made up of words with @erteneanings, its
interpretation will depend on the hearer’s linggigthowledge. However, since
it is produced by a particular speaker on a pdedrcaccasion and the hearer’'s
task is to discover what the speaker meant ondbedsion, its interpretation
will also depend on the non-linguistic knowledgattshe brings to bear. ...

The assumption is that there is a distinction betwa hearer’s knowledge
of her language and her knowledge of the worldhis section | shall argue that
it is this distinction that underlies the distimecti betweensemanticsand
pragmatics. ...

The assumption that there is a distinction betwkaguistic and non-
linguistic knowledge marks our approach rasdular, and thus as consistent
with the view of language found in Chomskyan getmegagrammar. According
to this approach, knowledge of language is one &ystem of interacting
modules which make up the mind, each of which hasown particular
properties. This implies that the mind does notetlgy as a whole, but with
specific capacities developing in their own wayd antheir own time. In other
words, knowledge of language cannot be regardethasresult of general
intelligence. It also implies that actual linguisperformance — that is, the way
we use language — is a result of the interactiom mimber of different systems,
and that the acceptability of an utterance mayffeet@d by factors other than
its grammatical well-formedness. An utterance mawyscst of a perfectly
grammatical sentence and still be unacceptablealfguan ungrammatical
sentence may be used in the production of a pgri@cteptable utterance.

Discussion Questions/Professional Development Atgg

1. How do the last two sentences in this text keywith the points
made by D.H. Hymes?

2. Reference is made here to the ‘occasion’ ofarit®. In extract 3 from
J.R. Searle’s Speech Acts reference is made twahext' of utterance. Do they
mean the same, and are they given the same weitljig description of meaning?
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From: Kasher A. Politeness and Rationality // Pragics and Linguistics,
Odense University Press, 1986. — P. 103 — 107.

The field of discourse politeness seems to prouslevith an outstanding
topic for some basic studies in pragmatics. Rufedistourse politeness govern
facets and forms of linguistic activity. Very oftench politeness practice has a
history of its own, which might render a seeminghnocent convention
explanatorily pregnant, unlike many ordinary cortiears.

Moreover, practices of discourse politeness applgreary so much with
period, culture, society... that a very narrow viefvtloe nature of discourse
politeness is not prone to emerge from responsitiigies of it ...

However, the whole history of discourse politenisssot one of effortless
attempts. Sometimes you are required to spare fadhow’'s feelings at your
own expense. This is illustrated by the followingragraph of the Book of
Ladies’ Etiquette: “Never anticipate the point okg of any anecdote told in
your presence. If you have heard the story beforeay be new to others, and
the narrator should be allowed to finish it in bvgn words.”...

Now, the question arises, whether there are sorse bales of discourse
politeness, that underlie the rules that are eiiyliprescribed by manuals of
politeness and those that are implicitly commenaetheir courteous followers.

A simple answer seems to suggest itself. Geoffregch, in his recent
book “Principles of Pragmatics” expresses it in fibklowing way: other things
being equal, minimize the expression of beliefsavhare unfavourable to the
hearer or to a third party, according to some @alégcale of values.

Coming under this general Principle of Politeness several maxims of
politeness, such as the Tact Maxim, reading: dthiags being equal, minimize
the expression of beliefs which express or implgtdo the addressee or a
directly related third party.

These maxims and the underlying Principle of Poéts focus on a scale
of values which is not the speaker’s, but rathet thf the addressee or of
designated third party. However, each of those maxias a twin maxim that
focuses on the speaker’s point of view. Thus, leetid Tact Maxim, of minimizing
cost to others, there is a Generosity Maxim, ofmmizing benefit to oneself.

Admittedly, the maxims that focus on the speakerlass important than
those that focus on the others, in terms of padtsnpractices, but, to be sure,
they do have regulative as well as explanatory powe

Discussion Questions/Professional Development Attg

1. Do rules of discourse politeness really exist?

2. Do you agree with Leech’s definition of the legsoliteness rule?
3. What do maxims of politeness focus on?

4. Do maxims of politeness have any power?
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VI. Summing Up Discussion

1) How far has the speech act theory advanced enstbhdy of human
communication in comparison with structuralism?

2) What limitations of this theory as devised bye tphilosophers of
language were noticed and criticized by linguiateit?

3) How is the speech act defined, extracted froeesp and functionally
interpreted by scholars? Have you noticed any wdiffee in their approaches?

4) Could you think of some speech acts? Give themeslabels and
explain their illocutionary and perlocutionary fereffect).

5) How do you understand the subject matter of pedipguistics? In what
terms does this study model speech behaviour @iti& speech act theory)?

6) What are the universal conversational principlRsiles of cooperation?
Try to illustrate how they organize speech.

7) How are Grice’s conversational principles redate Leech’s principles
of politeness in terms of pragmalinguistics? Gigene examples from each of
the sets of principles.

8) What are speech strategies? How are they trégt@dagmalinguistics?
How do you assess the role of their descriptiorifguistics?

9) What do you think about the role of pragmalirstjai research for
practical needs of communication?

VII. Test Yourself

A. The same or different?

1) illocutionary — purposeful

2) pragmatics — performance

3) perlocution — effect

4) locution — location
B. False or True?

1) One sentence can represent only one speech act.

2) One illocutionary act may be verbalized in herf of different locutions.
C. Fill in the missing word

1) Speech acts in which the form coincides witituition are called

2) Speech acts in which the form is not indicatv¢he illocutionary force
but can be nevertheless decoded by the listentdreircontexts of speech, are
classified as

a) permative; b)direct; c) indirect
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UNIT 5: THE IMPORTANCE OF CHANNEL AND THE THEORY
OF TECHNOLOGICAL DETERMINISM

[. Outline

Mode of communication as the ruling factor ia tourse of history.
Medium as message.

Subordinate role of content.

Medium as the mass-age.

Media as extensions of some human faculty.

Printed book adding much to the cult of indiatism.

Medium and a global village.

Critical view of the technological determinishzory.

ONoOoURWNE

ll. Objectives
After soaking into the below stuff you should belalto:

— understand the important role played by the chlmonstituent in
organizing human communication;

—work out if content retains its high position the hierarchy of
communication model constituents;

— interpret the theory of technological determiniand find out its merits
and demerits;

— think of your own examples of the relative impaoite of the media;

—understand the influence of the medium on thguistic aspect of
the message.

lll. Key words: mode of communication; media; culture; change; tedtbgy;
message; simultaneous world; retribalizing; acotstispace; visual;
involvement; detachment; software; hardware; pngtipress; oral; written;
electronic; extension; amplify; organize; dominateterpret; alphabet; linear
logic; global village; post literate.

V. Mode of Communication and Its Role

Channel is numbered among constituents of commtimiicanodel by
many authors (Jacobson, Hymes). But its actual makn’'t been investigated
properly so far. That's why opinions differ. Onetbé most ardent defenders of
the decisive impact of the channel constituent wawell known Canadian
theorist Marshal McLuhan. The lecture is based @ theory because it
magnifies the role of the channel which otherwisgghh be considered
absolutely secondary in importance. Yet, it is veifficult to expound on
M. McLuhan'’s claims because

a) they have always been surrounded by public aadeamic controversy;

b) the language of the theorist is rather diffidot understanding, for he
obviously preferred puns and wit over logic as § veasupport his ideas.
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He also liked one-liners. McLuhan was a gifted pemaaker who tried to
encapsulate key ideas in memorable slogans. Méea tdfan not, his aphorisms
were metaphorical. For exampl&€&ople don’t actually read newspapers — they
get into them every morning like taking a hot BalicLuhan never claimed to
present a coherent body of truth. In fact he wanhedreaders not to worry if
they spotted contradictions. He explained that beked more from the intuitive
right hemisphere of the brain rather than out ef lhgical left side. In tongue-
in-cheek fashion he acknowledged the confusioritheory” created:

| don't pretend to understand it. After all, myféig very difficult[1, p. 13].
Determining the Course of History

Coming to his study of culture through a backgrouné&nglish literature
McLuhan pictured himself as a blind man tapping dase in all directions to
discover the nature of his media environment. Herred to his ideas as
“probes”, the tentative gropings of one who takése“numb stance of the
technological idiot.” Whereas Karl Marx believedathchange in modes of
productiondetermine the course of history, McLuhan conclutted changes in
modes ofcommunicationdetermine the course of history. All of his writthg
probe the casual relationship between media antureul but his greater
satisfaction came from discovering linkages, naivprg them. He cited art
rather than repeatable data as evidence of thigiitya

McLuhan initially accepted the inevitability of mad influence:

I’'m not advocating; I'm merely probing and predidi trends. Even if | opposed them or

thought them disastrous, | couldn’t stop them, Bg waste my time lamenting... Resisting
a new technology will not halt its progrddsp. 14]

Yet he later held out hope that an understandirtgeglectronic revolution
could blunt some of its agonizing effects. Insteédcurrying into a corner and
wailing about what the media are doing to us, draukl charge straight ahead
and kick them in the electrodes.

McLuhan tried to avoid moral judgments as he dbsdithe rise of
nationalism, sexual license, destruction of neighbods, the increase of drug
usage, and the loss of privacy — all of which hiibatted to changes in
communication technology. But as a devout Christignadmitted: No one
could be less enthusiastic about these radical geahHe hoped to provide a
survival strategy for those who were going throwéctronic culture shock
without even knowing it. His bookJnderstanding Mediamay not have
completed the task, but it introduced his most fasine.

The Medium is the Message

Students of McLuhan continue to debate what thea@ian theorist meant
by this apparently simple equation. Sometimes leensd to indicate that the
words chosen are irrelevantThe content or message of any particular medium
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has about as much importance as the stencilinghenciasing of an atomic
bomb” On other occasions he made the significancdefsymbols a matter of
degree: "I'm not suggesting that content playe role — merely that it plays a
distinctly subordinate rolé Either way, he obviously believed that the mealiu
changes people more than the sum total of all teesages of that medium.
Alternatively, the same words spoken face-to-fapanted on paper, or
presented on television, provide three differenssages. He warns that the
content of a mediumis like the juicy piece of meat carried by the bargo
distract the watchdog of the mifid1, p. 18].

The wordmessagéends itself to a pun which further illustrateslMban’s
conviction that the media work us ovefThe medium is thenessage,” he
claimed — an idea consistent with his warm bathapiedr. He talked about
television roughing up the viewer. He also desdcribee turbulent 1960s with
another variation of the theme: The medium is thenass-age.” Although
McLuhan obviously had fun with his play on wordg, Wwas serious about the
core idea. Be it oral, written, or electronic, thmwimary channel of
communication changes the way we perceive the woHeé dominant medium
of any age dominates people.

All Media are Extensions of Some Human Faculty

McLuhan believed that the book is an extensiorhefdye. The wheel is an
extension of the foot. Clothing is an extensiorthed skin. Electronic circuitry
(especially the computer) is an extension of thereénervous system. You can
see by these examples that McLuhan avoids a natediwition of media. Media
are anything that amplify or intensify a bodily ang sense, or function. Media
not only extend our reach and increase our effayiethey also act as a filter to
organize and interpret our social existence.

He pictured out prehistoric ancestors asble primitives who possessed a
harmonious balance of the five senses. They pexdethe world equally
through hearing, touch, sight and taste. Commumoitahventions altered this
balance. Tom Wolfe, an analyst of popular cultisemmarizes McLuhan’s
thesis in the following way:

The new technologies...radically alter the entire \wagple use their five senses, the way

they react to things, and therefore, their entinee$ and the entire society. It doesn'’t

matter what the content of a medium like TV is..ntyvhBours a day of sadistic cowboys
caving in people’s teeth or... Pablo Casals droninmgaon his cellg3, p. 293].

The idea that distinct forms of communication ergjagur senses
differently was not original with McLuhan. Specs$ in communication had
already suggested that sudden extensions of cornoation are reflected in
cultural disturbances. And writing to establish esgge as a discipline distinct
from English, one of them claimed that words foe tmars serve a different
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function than words for the eyes. A speech is netefy "an essay standing on
its hind legs’ [2, p. 21].

But McLuhan was unique in claiming that channels@ihmunication are
the primary cause of cultural change. Whereas sm@searchers regarded an
institution as the lengthened shadow of a manMcLuhan was sure that
cultural institutions are lengthened shadows of &minmventions — specifically
the alphabet, the printing press, and the eleatromdia. As with all of his
ideas, he had a catchy way of putting itV& shape our tools and they in turn
shape us [1, p. 30].

Exchanging an Eye for an Ear

According to McLuhan, the tribal village was an astic place where the
senses of hearing, touch, taste and smell werdapmat far beyond the ability
to visualize. The right hemisphere of the brain oated the left hemisphere.
The ear was king; hearing was believing. Membershed oral culture were
unable to adopt the role of the detached obsertbey acted and emotionally
reacted at the same time.

Then someone invented letters. McLuhan wrote tmatphonetic alphabet
fell into the acoustic world like a bombshell, @fhg sight at the head of the
hierarchy of senses. Of course the reader is toeélisagree, illustrating
McLuhan’s belief that a private left-brain point wiew becomes possible in a
visual society. Both writer and reader are separfttam the text. Literacy jarred
people out of collective tribal involvement intavilized” private detachment. Print
made it possible to leave the tribe without bemmgotf from a flow of information.

He also claimed that the phonetic alphabet estadisthe line as the
organizing principle in life. In writing, letter lows letter in a connected,
orderly line. Logic is modelled on that step-bypsténear progression.
According to McLuhan, when literary people say,don’t follow yoy” they
mean, T don’t think you are logical He alleged that the invention of the
alphabet fostered the sudden emergence of matlesmnasicience, and
philosophy in ancient Greece. He cited the curcelttiral upheaval in Africa as
evidence that literacy triggers an ear to eye $withich isolates the reader.

The Printed Book Added Much to the New Cult of Inghlualism

If the phonetic alphabet made visual dependencsilges the printing
press made it widespread. fhe Gutenberg GalaxyMcLuhan wrote that
repeatability is the most important characterisfianovable type, and a run of
100,000 copies of his book suggest that he’s rigatause the print revolution
demonstrated mass production of identical produktsl.uhan called it the
forerunner of the industrial revolution.
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He saw other unintended side effects of Gutenbang®ntion. The rise of
nationalism followed the homogenization of fluidyi@al tongues into a fixed
national language. Printing deified not only thet€berg Bible, but all written
words. The press turns words into The Word, and bheln labelled literate
people as “natural suckers” for propaganda. Butegarded the fragmentation
of society as the most significant outcome of tew mnovation:

Printing, a ditto device, confirmed and extendec thew visual stress. It
created the portable book, which men could readprivacy and in isolation
from others[1, p. 50].

Many libraries have the words of Jesus — “The tmilh set you free” —
carved in stone above the main entrance. McLuhahtbat the books entice
free readers to be alienated from others in titerate culture.

Electronic Media are Turning the Planet into a Glalb Village

McLuhan was certain that we live in a unique retiohary age, a balance
point in history. The power of the printed wordiger: “The age of print... had
its obituary tapped out by the telegraph.” But Memits invention was only the
first of the electronic communication devices thatuld make the corner Radio
Shack seem like a magic shop to previous genegation

Telegraph Telephone Radio

Film projector Phonograph
Television Photo copier Answering machine

Computer VCR Compact disc
Holograph Cellular phone FAX

Before his death in 1980, McLuhan predicted thagnethe staggering
cultural impact of communication hardware woulditg&gnificant compared to
the upheaval caused by the computer software t@com

He insisted that the electronic media are retrdoal the human race.
Instant communication has returned us to a prebhkti@ oral tradition where
sound and touch are more important than sight:

The day of the individualist, of privacy, of fragmed or “applied” knowledge, of

“points of view” and specialist goals is being reped be the over-all awareness of a

mosaic world in which space and time are overcogntelevision, jets and computers —

a simultaneous, “all-at-once” world in which evelmmg resonates with everything else
as in a total electrical fieldl, p. 30].

Linear logic is useless in the electronic socigtgt McLuhan described.
Acoustic people no longer inquireP6 you see my poidt Instead we ask,
“How does that grab y®i What we feel is more important than what we khin
Leaders today can survive without vision, but thean't make it without
charisma. Ted Koppel and David Letterman are lajatrheroes because they
know how to talk to the nation on TV in the samespaal style that the town
crier used in a preprint era.
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McLuhan felt that all of us are members of a globb&ge. The electronic
media bring us in touch with everyone, everywhanstantaneously. Closed
human systems no longer exist. The rumble of tasdds crushing students in
China vibrates in the living rooms of Chattanoodgé& are the first postliterate
generation. Privacy is both a luxury and a cursthefpast. The planet is like a
twelve-way party line or an Ann Landers column terit large. Citizens of the
world are back in acoustic space.

Television is a Cool Medium

McLuhan classified media as either hot or cool. Hwdia are high-
definition channels of communication and are usulalamed at a single sense
receptor. Print is a hot, visual medium; so aret@ip@phs and motion pictures.
They package lots of data in a way that requirdie Work on the part of the
viewer. McLuhan would have labeled the text of thi®k hot but judged the
cartoons as cool. Cool media’s low definition draavperson in, requiring high
participation to fill in the blanks.

McLuhan said a lecture is hot; discussions are.dduw hard sell is hot; the
soft sell is cool. Plato’s syllogisms were hot; skotle’s enthymemes were cool.
Despite radio’s claim to be “the theater of the dfijrhe called it hot because the
broadcast wave carries detailed information ovesiragle channel. Yet he
considered the telephone cool because its persahale demands a response.

Note the parallel between McLuhan’s categories aif dnd cool and the
distinctions between left brain and right brain.tHwedia tend to be highly
visual, logical, and private. They are organizedctommunicate packets of
discrete information. Cool media tend to be aunallitive, and emotionally
involving. Unlike the hot camera which focuses be figure in the foreground,
cool (right brain) media clarify the surroundingntext and let perceivers insert
themselves into the story. People naturally thirfktedevision as a visual
medium, but McLuhan disputed that notion. He cfes$iTV as an aural and
tactile medium — very, very cool.

Television is cool because it requires involvemamd participation to fill
in its vague and blurry image. The low-definitiodeo display presents a series
of widely spaced dots which viewers must connecttlmir internal mental
screens. Unlike radio or print, television doedsypass either sight or sound.
You can probably study while listening to the radat television doesn’t work
well as background.

McLuhan’s claim that TV engages our sense of touas obviously
controversial. He contended that “TV tattoos itsssage directly on our skins,”
and linked that “fact” to increased touch, nudapd public sexuality of recent
decades. Because television is a tactile mediurepwte turn on the set, we do
the same thing to ourselves.
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We Look at the Present through a Rear-view Mirror

McLuhan charged that in this age of software, wlelstlieve we're living
in the age of hardware. Mechanics has given wagldgotronics, yet we insist
that the world continues to be visual rather thaauatic. He admits that our
rear-view mirror approach is nothing new. Greeaskénl back to the age of
Homer for guidance; Rome looked back to GreeceR#@aissance looked back
to Rome; and so on. People living in the midstnoioivation often cling to what
was as opposed to whet He considered education a prime example.

By the time Johnny starts school, he has alreadghed over 10,000 hours
of television. According to McLuhan, the child cesvin-depth involvement, not
linear detachment. “But suddenly, he is snatchenhfthe cool, inclusive womb
of television and exposed — within a vast burediecsdructure of courses and
credits — to the hot medium of print.” Johnny’'sefrd Jenny discovers that
unlike Sesame Streeer Tuesday class is not sponsored by the nuraloer
Words plod along a blackboard one by one rather grance in patterns on a
user-friendly screen. McLuhan claimed that todaghdd knows that going to
school is an interruption to his or her educatB®ecause the teacher still considers
video an audiovisual aid rather than the primag} @ learning, the information
level for Jenny and Johnny takes a dip when thdy e he classroom.

The acoustic media are a threat to an educati@tabkshment that has a
vested interest in books. They run the schoolsmdsltectual penal institutions,”
with visual, print-minded teachers as mindguardee flesult is a triumphant and
bitter cry of “School’s out forever” in Alice Coope countercultural song. The
irony, from McLuhan’s perspective, is that schodé’'t have to offer a rear-
view mirror image of the world. If teachers wouldltinge into the vortex of
electronic technology,” they could turn an outddigdry tower” into a modern
day “control tower.”

Critique of the Theory and the True Role of the Chanel

The critique of the theory is enormous. Below afevatypical lines.

“IMcLuhan] prefers to rape our attention rather rthgdeduce our
understanding.” [3, p. 298].

“He has looted all culture from cave painting kad magazine for
fragments to shore up his system against ruin.p[298].

“The style... is a viscous fog through which loom mhling
metaphors.” [3, p. 298].

There is a lot in the theory to support the criti¥et, its focus on the
channel is really overwhelming. You have to sitam think of it, which is
especially important for those who mean to conedaton the peculiarities of
written, oral and electronic channels, and thaexactly the purpose of the
follow up stuff.
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The main drawbacks of the technological determinibimory may be
summarized as follows:

1. It maintains that everything in communicationc@nected to one single
factor — media. Its system of references can belgree valid only within itself.

2. It takes into consideration only turning poimsthe development of
media. It is highly probable that the role of cartitenay be to some extent
blurred at the turning points, when the appearaotea new and highly
prestigious channel may for a while shadow others the content manifested
through new media may seem more important andctitteato some groups of
the communicants. But when the users are withirséimee channel then its role
Is invisible and the part played by the contemh@e distinct.

3. The theory of technological determinism doesorisider linguistic aspect of
the message at all, finding it unimportant. But and the same content is sure to be
realized differently depending on the media. Haowised on the latter the theory
overlooked the interrelation between media andiage.

V. Further Reading

From: Ellis A., Beattie G. The Psychology of Langeiaand Communication.
L.: Lawrence Erlbaum™ ed., 1992. — P. 17 — 19.

We communicate when we talk and we communicateusysitence when
we don’'t. Speech may be the channel of communicgiar excellencebut
speech is never naturally disembodied. In faceatefconversations people will
speak whilst maintaining a distinctive posture abda certain distance. They
may smile as they produce the sentence and gestihe middle of it; their
speech will have a distinctive tone and they may’‘and ‘ah’ whilst they are
saying it. They may look their partner in the eyel ahen, suddenly, break eye
contact. They will have a distinctive appearancehew we think of
communication we may naturally think of speech, ¢pgech is just part of the
stream of communicative behaviour — the behaviadrgeh accompany speech
may emphasize it, contradict it or even substifatat. In order to understand
human communication we have to understand theitumadtrole of the separate
channels which go to make up the stream of behawdod how they interact.
Some of the channels are relatively static; themee been termed ‘standing
features’. Theserelatively unchanging aspects of an interaction such as
interpersonal distance and the appearance of titieipants can themselves be
used to communicate. Others are more dynamic. $paech itself, the vocal
accompaniments of speech — the posture, gesturéoakithg behaviour of the
participants — are constantly in a state of flux.

In Table 1 we have set out the five primary systehg€ommunication
beginning with the verbal system — speech itsethreugh to the standing
features of the interaction that we have alreadytioeed.
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Table 5.1
Systems of human communication

words—__ ) \
clauses ____ 1 Verbal Verbal
sentences / >
- Linguistic
r m
yt ~_ > (mainly)
Auditory-
pausing 2 Prosodic J vocal channel
intonation
3 Paralinguistic > A }
4 Kinesic Nonverbal
>Non-|inguistic
5 Standing /
features ) Visual channel

Verbal: The verbal system comprises speech itself. Speavlade up of words,
clauses and sentences, which are themselves cedniath higher-order units.
The words are made up of morphemes, the smallegtifitic units that carry
meaning, and phonemes, the sound units of language.

Prosodic: Prosody comprises intonation, rhythm and those ggmuis speech
whose position and function are linguistically detmed. The positioning of
pauses in speech can affect meaning. Intonatidmeipitch pattern of speech.
Intonation affects meaning.

Paralinguistic: When we speak we do more than use the verbalraaddgic system
of language. We ‘um’ and we ‘ah’, we laugh and we we whine and yawn. These
are all vocal behaviours which form part of whataled ‘paralanguage’.

Kinesic: The main kinesic channels of communication are mmrdés of the
face, head and body, posture and gesture.

Standing features of interactioihe principal standing features of interaction
are interpersonal distance (and touch), orientaimhappearance.
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Discussion Questions/Professional Development Attg

1. Do the authors use the word channel in the seaiyeas M. McLuhan?

2. Do you agree with them that the language cary el manifested
through the oral channel? (see table 5.1)

3. Consider the term code. Could it suit betteexpress the author’s view
of communicative behaviour?

*k%*

From: Jakobson R. A Glance at the Development ofi@es // Language in
Literature, Harvard University Press, 1987. — P644

Saussure underlines the fact that the languagarifdm being the only
system of signs. There are many others: writinguad, nautical signs, military
trumpet signals, gestures of politeness, cerempneds of rites; in the eyes of
Saussure, “Customs have a semiological charadibe”laws of transformation
of the systems of signs will have completely topmaalogies with language’s
laws of transformation; and, on the other handsahaws will reveal enormous
differences. Saussure envisions certain dissirh#arin the nature of different
signs and in their social value: the personal grareonal factor, a thought-out
act or an unconscious one, dependence or independeia-vis the individual
or social will, ubiquity or limitedness. If one cpares the different systems of
signs with language, one will witness, accordingStussure, the surfacing of
aspects which one had not suspected; in studyteg or any other system
separately, one will notice that all of these systg/ield a common study — that
of the specific life of signs, semiology.

According to the thesis Saussure maintained from time of his
preparation in 1894 of an unfinished study on \Afti Dwight Whitney,
“language is nothing more than op&rticular caseof the Theory of Signs,” and

this will be the major reaction of the study ofdalage in the theory of signs, this
will be the ever new horizon which it will have npd — to have taught and
revealed to the theory of sigaswhole other and new side of the sigmat is to

say that the sign does not begin to be really knomtit we have seen that it is not
only a transmissible thing but by its very naturéhimg destined to be transmitted.

Discussion Questions/Professional Development Atgg

1. What does Saussure mean when using the termnansyst signs —
codes or channels?

2. Can Saussure’s statement contradict the thedryechnological
development?
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VI. Case Studies
Case Study 1

Read the below fragments from the book “The ValyHorses”, which
describes how people can communicate in the sstuavhen they don” t know
each other’s language. The author of the book, Beafuel is an international
phenomenon nowadays. In the below fragments sherides a very special
case of communication. Study it carefully from gegspective of media.

Here are some important steps in your study:

1. Decide upon the number of media used.

2. Consider the effectiveness of each code/medium.

3. Interpret the choice of the heroine to learnvibdbal code of other com-
municator.

“Ayla stared at the man. She couldn’t help hergbtbugh she knew it was
discourteous. It was not only impolite to starey@man was never supposed to
look directly at a man, especially a stranger. “Véfee my brother, woman?"
Jondalar shouted, grabbing her arms and shaking\Weere is Thonolan?”

Ayla was shocked by his outburst. The loudnessi®hice, the anger,
the frustration, the uncontrolled emotions she ddwar in his tone and see
in his actions, all disturbed her. Men of the Chlaould never have dis-
played their emotions so openly. They might feektmengly, but manliness
was measured by self-control.

There was grief in his eyes, though, and she caad from the tension in
his shoulders and the tightening of his jaw thatvias fighting the truth he knew
but did not want to accept. The people she had gngevamong communicated
by more than simple hand signs and gestures. Staosture, expression, all
gave shades of meaning that were part of the vémgbu he flexion of a mus-
cle could reveal a nuance. Ayla was accustomeeading the language of the
body, and the loss of a loved one was a univeffaitian.

She returned to the fireplace to heat the soupwhkitehed her, still try-
ing to fathom who she was. “That smells good,” hedswhen the meaty
aroma wafted toward him.

The sound of his voice seemed out of place. He Wwagre why, but it was
something more than knowing he would not be undedstWhen he had first
met the Sharamudoneither he nor they understood a word of each @ther
language, yet there had been speech - immediatedunlle speech — as each
strove to exchange words that would begin the m®oé communication. This
woman madeno attempt to begin a mutual exchange of words, sinel
responded to his efforts with only puzzled lookise Seemed not only to lack an
understanding of the languages he knew, but to hawesire to communicate.

No, he thought. That wasn’t quite true. They hathicmnicated. She had
given him water when he wanted it, and she hadnghmn a container to make
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his stream, though he wasn’t sure how she knewebded one. He didn’t form

a specific thought for the communication they hiadred when he gave vent to
his grief — the pain was still too fresh — but rsel Helt it and included it in his

wonderings about her.

“I know you can’t understand me,” he said, rathemtatively. He didn’t
know quite what to say to her, but he felt a needdy something. Once he
started, words came easier. “Who are you? Wheré¢hareest of your people?”
He could not see much beyond the circle of liglgdshy the fire and the lamp,
but he had not seen any other people, nor any msgdef them. “Why don’t you
want to talk?” She looked at him but said nothing.

A strange thought then began to insinuate itsédf ms mind. He recalled
sitting near a fire in the dark before with a heaknd he remembered the
Shamud talking about certain tests Those Who Settvedviother had to put
themselves through. Wasn't there something aboehdipg periods of time
alone? Periods of silence when they could not sgea&nyone? Periods of
abstinence and fasting?

“You live here alone, don’'t you?”

Ayla glanced at him again, surprised to see a wfokonder on his face —
as though he were seeing her for the first time. $aome reason, it made her
conscious of her discourtesy again, and she quickiged down at the broth.
Yet he had seemed unaware of her indiscretion. B leoking around at her
cave and making his mouth sounds. She filled a ,binvh sat down in front of
him with it and bowed her head, trying to give hine opportunity to tap her
shoulder and acknowledge her presence. She fapnand when she looked up, he
was gazing at her questioningly and speaking hrdsvéie doesn’t know!

He doesn’t see what I'm asking. | don’t think heows any signals at all.
With sudden insight, a thought occurred to her. Hame we going to
communicate if he doesn’t see my signals, and ltdmow his words?

She was jarred by a memory of the time Creb had bgeng to teach her
to talk, but she didn't know he was talking witls mands. She didn't know
people could talk with their hands; she had onlgkem with sounds! She had
spoken the language of the Clan for so long that&uld not remember the
meaning of words.

But I am not a woman of the Clan any more. | anddéavas cursed. | can
never go back. | must live with the Others now, &naust speak the way they
speak. | must learn to understand words again,| amasst learn to speak them,
or | will never be understood. Even if | had foumdlan of Others, | would not
have been able to talk to them, and they wouldhaste known what | was
saying. Is that why my totem made me stay? Untd than could be brought?
So he could teach me to speak again? She shuddesédg a sudden cold, but
there had been no draught.
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Jondalar had been rambling on, asking questiongliazh he didn’t expect
answers, just to hear himself talk. There had meeresponse from the woman,
and he thought he knew the reason. He felt surevalseeither training to be, or
in the Service of the Mother. It answered so mamgstijons: her healing skills,
her power over the horse, why she was living akom# would not speak to him,
perhaps , even how she had found him and broughtdithis cave...”

Ayla had been trying to think of some way to befgirilearn his words, and
then she remembered how Creb had begun, with tine saunds. Steeling her-
self, she looked directly in his eyes, tapped hest and said ‘Ayla’.

Jondalar’'s eyes opened wide. “So you have decioddlit after all! Was
that your name?” He pointed at her. “Say it ag&iyla’.

She had a strange accent. The two parts of the were clipped, the
insides pronounced back in her throat as thoughnate swallowing them. He
had heard many languages, but none had the goélibhe sounds she made. He
couldn’t quite say them, but tried for the closggproximation: “Aaay-lah.”

She almost couldn’t recognize the sounds he madeeasiame. Some
people in the Clan had had great difficulty, bub@said it the way he did. He
strung the sounds together, altered the pitch aothie first syllable rose and the
second dropped. She couldn’t ever remember hedenghame said that way,
yet it seemed so right. She pointed at him andee@dorward expectantly.

“Jondalar,” he said. “My name is Jondalar of théadedonii.”

It was too much; she couldn’t get it at all. Shedhher head and pointed
again. He could see she was confused.

“Jondalar,” he said, then slower, “Jondalar.”

Ayla strained to make her mouth work the same wWAuh-dah,” was as
close as she could come.

He could tell she was having trouble making thétrgpunds, but she was
trying so hard. He wondered if she had some defgrmiher mouth that kept
her from speaking. Is that why she hadn't beenngtk Because she couldn’'t?
He said his name again, slowly, making each soundlear as he could, as
though he were speaking to a child, or someondrngckdequate intelligence,
“Jon-da-lar . . . Jonnn-dah-larrr.”

“Don-da-lah,” she tried again.

“Much better!” he said, nodding approvingly and kmg. She had really
made an effort that time. He wasn’t so sure if dnalysis of her as someone
who was studying to Serve the Mother was correbe 8idn't seem bright
enough. He kept smiling and nodding.

He was making the happy face! No one else in tla @ver smiled like
that, except Durc. Yet it had come so naturallggo, and now he was doing it.

Her look of surprise was so funny that Jondalar teasluppress a chuckle,
but his smile deepened and his eyes sparkled witlsament. The feeling was
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contagious. Ayla’s mouth turned up at the corne avhen his answering grin
encouraged her, she responded with a full, widegltted smile.

“Oh, woman,” Jondalar said. “You may not talk mubhf you are lovely
when you smile!” The maleness in him began to sfeak a woman, as a very
attractive woman, and he looked at her that way.

Something was different. The smile was still thdraet his eyes ... Ayla
noticed that his eyes in the firelight were deepet; and they held more than
amusement. She didn’t know what it was about hik,ldut her body did. It
recognized the invitation and responded with thenesadrawing, tingling
sensations deep inside that she had felt when akevatching Whinney and the
bay stallion. His eyes were so compelling that Isae to force herself to look
away with a jerk of her head. She fumbled arounaigtitening his bed cover-
ings, then picked up the bowl and stood up, avgidiiis eyes.

“I believe you're shy,” Jondalar said, softening timtensity of his gaze.
She reminded him of a young woman before her Ritgs. He felt the gentle
but urgent desire he always had for a young womamgl that ceremony, and
the eager pull in his loins. And then the painigmrght thigh. “It's just as well,”
he said with a wry grin. “I'm in no shape for ityamay.”

He talked to her and asked her where she had k&meding, not expect-
ing an answer. She recognized her name, but no#iseg She wanted to ask
him to teach her the meaning of his words, butditle’'t know how. She went
out, to get wood for the fireplace in the cavelifeefrustrated. She was hungry
to learn to talk, but how could they even begin®"400 — 406]

“Great Mother! How did you get that fire startedfast?”

Ayla turned at his outburst with a quizzical look.

“How did you start that fire?” he asked again,iggtforward. “Oh, Doni!
She doesn’'t understand a word I'm saying.” He threis hands up in
exasperation. “Do you even know what you've don@&Mmg€ here, Ayla,” he
said, beckoning to her.

She went to him immediately; it was the first tistee had seen him use a
hand motion in any purposeful way. He was greatlycerned about something,
and she frowned, concentrating on his words, wgskime could understand.

“How did you make that fire?” he asked again, sgytine words slowly
and carefully as though, somehow, that would enhbleto understand - and
flung his arm towards the fire.

“Fy ... ?” she made a tentative attempt to repeatast word. Something
was important. She was shaking with concentrationng to will herself to
understand him.

“Fire! Fire! Yes, fire,” he shouted, gesticulatibgwards the flames. “Do
you have any idea what it could mean to make alimefast?”

“Fyr...?"
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“Yes, like that over there,” he said, jabbing hisger in the air at the
fireplace. “How did you make it?”

She got up, went to the fireplace and pointed. té-itr?” she said.

He heaved a sigh and leaned back on the furs, slyddealizing he had
been trying to force her to understand words sta’dknow. “I'm sorry, Ayla.
That was stupid of me. How can you tell me what gimbwhen you don’t know
what I'm asking?”

The tension was gone. Jondalar closed his eyesndeelrained and
frustrated, but Ayla was excited. She had a wordly®ne, but it was a
beginning. Now, how could she keep it going? Howldshe tell him to teach
her more, that she had to learn more.

“Don-da-lah . . . ?” He opened his eyes. She pdintethe fireplace
again, “Fyr?”

“Fire, yes, that's fire,” he said nodding affirmagly. Then he closed his
eyes again, feeling tired, a little silly for getii so excited, and in pain,
physically and emotionally. .

He wasn'’t interested. What could she do to make umnaerstand? She felt
so thwarted, so angry that she couldn’t think aheavay to communicate her
need to him. She tried one more time.

“Dona-da-lah,” she waited until he opened his eggain, “Fyr ...?” she
said with hopeful appeal in her eyes.

What does she want? Jondalar thought, his curiesdysed. “What about
that fire, Ayla?”

She could sense he was asking a question, in thaf $&s shoulders and
the expression on his face. He was paying atten8be looked around, trying
to think of some way to tell him, and she saw th@oev beside the fire. She
picked upa stick, brought it to him, and held it up with tk@me hopeful look.

His forehead knotted in puzzlement, then smootlseteathought he was
beginning to understand. “Do you want the wordtfat?” he asked, wondering
at her sudden interest in learning his languagenvdhne seemed not to have any
interest in speaking before. Speaking! She wastcthanging a language with
him, she was trying to speak! Could that be whywhe so silent? Because she
didn’t know how to speak?

He touched the stick in her hand. “Wood,” he said.

Her breath exploded out; she didn't know she haad belding it. “Ud ...?”
she tried.

“Wood,” he said slowly, exaggerating his mouth noieciate clearly.

“O00-ud,” she said, trying to make her mouth mimis.

“That’s better,” he said, nodding.

Her heart was pounding. Did he understand? Sheclssgr again,
frantically, for something to keep it going. Heresyfell on the cup. She picked
it up and held it out.
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“Are you trying to get me to teach you to talk?”

She didn’t understand, shook her head, and heldupeip again.

“Who are you, Ayla? Where do you come from? How gam do...
everything you do, and not know how to talk? Yoa an enigma, but if I'm
ever going to learn about you, | think I'm goinghtave to teach you to talk.”

She sat on her fur beside him, waiting anxioudiil,l®lding the cup. She
was afraid that with all the words he was sayingnoelld forget the one she
asked for. She held the cup out to him once again.

“What do you want, ‘drink’ or ‘cup’? | don’t suppesit matters.” He
touched the vessel she was holding. “Cup,” he said.

“Guh,” she responded, then smiled with relief.

Jondalar followed through on the idea. He reacbethie waterbag of fresh
water she had left for him and poured some intatie “Water,” he said.

“Ahddah.”, “Try it again, water,” he encouraged.

“Oo0-ah-dah.”

Jondalar nodded, then held the cup to his lipstaol a sip. “Drink,” he
said. “Drink water.”

“Drringk,” she replied, quite clearly except follnog the r and swallowing
the word somewhat. “Drringk ooahdah.”

(Auel J.M. The Valley of Horses. London: Hodder &tdughton, 1982. — P. 387 — 406)

*k*%k

Case Study 2

One of the definitions of language runs as followanguage is another
being. Study the case described in the below fragmaé&en from the newspaper
Vmeste, 2007, June 15 and try either to prove gprdve the above definition.
See if it overshadows the famous one-liner “Medisitihne message”.

PYKU 3AMEHAIOT I'VIA3A

Cnvlwana 06 yousumenvHol KHuze, KOMopyro HANUCANA Clends HceHuwuna. Xomenocs

Obl nOOpoOHee Y3HamMb 0 YenoeKke, cymesuiem, 01a200aps 02POMHOMY YHNOPCMEY U
yeneycmpemiénHocmu, npeodoiems C80€ Hecuacmoe.

A. Mupown, 2. Munck

BepositHo, peur unér o kuure «Kak s BOCHpPHUHUMAIO, MPEJICTABIAI0 W MOHUMAIO
OKpyXaromuii Mup». HermoBTOpUMOCTh, YHUKAIBHOCTh 3TOM KHUTH 3aKJIIOYEHA B TOM, 4YTO €€
aBTop, Onbra CKopoxo10Ba, OblJIa CIEHOTTYXOHEMOM.

Pomunace Onbra B 1914 rony B VYkpaune, B OeHON KPECThIHCKOW cembe. 3a00ieB
MEHUHTUTOM, D-IETHsS AEBOYKA MOTEpsjia 3peHue, CiyX, a moToM u peyb. Ho, kak roBopsr,
Oema ogHa He XOauT. Bckope ymupaer Marh, €IMHCTBEHHBIM YEJIOBEK, KOTOPBIA OMEKas
OecroMOIIHY0 JeBOYKy. Onbra momagaeT B OJECCKYI IIKONYy CIENbIX, MOTOM B
XapbKOBCKYIO KJIMHUKY JIJIS CJICTIOTIIYXOHEMBIX JIETei, KOTOPOU PYKOBOJUJI KPYIHBIA YUEHBIN
WBan CoxomnsHckuii. HaunHanm oH ¢ 00y4eHust NpocTeHINM HaBbIKaM, C Pa3BUTHS OILYLICHHS
MPOCTPAHCTBA, YMEHHUS IOJb30BaThCS OcsizaHueM. M TONbKO MOTOM 3HAKOMMII C a30yKoi
Bpaiing m yunn peun. 3aTeM ITIaBHBIM CT&lIO YTeHHE. «UTaTenb MOXET BEPUTh MHE WIM HE
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BEPUTH, 3TO €ro Boiis, —nuier CKOpoXoJI0Ba, —HO 3HAHUSIMH U JINTEPATYPHOH pedbio s 00s13aHa
YTEHUIO, YTEHHIO U €lIE pa3 YTEHUIO KHUT, U B TIEPBYIO OUYEPEb XYNO0KECTBEHHOU JINTEPATYPE.

I'panyna Benukass OteuecTBeHHas BoiHA. XapbKOB 3aHSUIM OKKYNAHTHI. [ MTIEpOBIIH,
BOpBaBIIKCh B mKony MBana CoOKONSIHCKOro, YOWJIM BCeX BOCHUTAHHUKOB. JIMIIb BOMM
qyJIOM yAaloch crnactuck. OmHoit u3 yrenepmux Obuia Onbra CKopoxo1oBa.

[Tocne BOMHBI BMECTE CO CBOMM YYHMTEJIEM OHa mepeexana B MOCKBY, CTana YYUThCS
nanpiie. TpynHas Jopora, KoTopyro mpeoponeBana CkopoxomoBa, mpusena €€ K
notpsicaronuM ycriexam. Copoka cemu jer Onbra CKoOpoxojoBa 3allUTUIIA JUCCEPTALMIO,
CTaB KaHIWZATOM IIeJarorudyeckux Hayk. CBuaerenu 5TOW HEOOBIKHOBEHHOH 3aIlUTHI
paccka3pIBalOT O TOM BOJIHEHMM, KOTOPOE OXBAaTUJIO INEPENOJHEHHBIA 3aJl, KOI/Aa pa3aajcs
POBHBII, HEMHOT'O TIYXOBaThlil rojioc auccepraHTku. Onbra VMBaHOBHA HE TOJIBKO IpousIa
BCTYIHUTENLHYIO PeYb — OHA OTBEYAIa Ha BOIPOCHI Chymiatenei («aepeBoIIuKm», Kacasich e
PYKH, BBICTYKHBAIIM 3TH BOIPOCH 0 0c000ii a30yke). M uiib mopoli HETOUYHbIE HHTOHALIUH
U Yepecuyyp HU3KUH TeMOp ronoca oOHApyKHBAJIH, YTO CIIOCOOHOCTh TOBOPUTH CBOMCTBEHHA
y4€HOMY HE OT MPHUPO/IbI, a IPUOOPETEHA JOJATUM U OOJIBIIUM TPYAOM.

Hosble rpanu tamanta CKOpOXOJOBOW OTKPBUIMCH C BBIXOJIOM M3 IE€4YaTH €€ KHUTH
«Kak s BOcCpuHUMAIO, NMPEACTABIAI0 U IOHMMAIO OKPYXArOIIMM MHpP», B KOTOPOW OHa HE
TOJILKO OMMCHIBaja CBOIO >KM3Hb, HO U IMOCTapaliachk coOpaTh MaTepualibl, MPEACTABIAIONINE
OoNbIIyI0 HayyHyl0 IeHHOCTh. Tpya Onberu  CKOpOXOZOBOM — 3TO CcBoeoOpasHOE
PYKOBOJCTBO TMpH BOCHUTaHUM TIIIyXoHeMbIX. [lucarens riyOoko wuccieayeT mpolece
BOCHIPUATHUS CJIENOTITyXoHeMoro. OKa3bIBaeTCs, ¢ MOMOLIbI0 PYK MOKHO Y3HaTh YeJIOBEKA,
KOTOPOI'0 HE BUJEI HECKOJIBKO JIeT. M He TOJIBKO y3HaTh, HO JIaXKe€ OMPEJEIUTh €ro TyIlIeBHOE
COCTOSIHUE, €r0 HacTpoeHue. Tak pyKH 3aMEHSIOT Ii1a3a.

B kHUTe OMMCBHIBAETCS TaKKe, YTO CIIETION M TIIyXOH YEIOBEK CIOCOOEH «CITYIIaTh» U
HacJIaXAaTbCcsd MY3bIKOM M TNeHueM. [IpoucxoauT 3TO BHOBb IPHU MOMOIIM PyK — UM
nepenaércs BUOpalUsi HMHCTPYMEHTa, Ha KOTOPOM HIPAIOT, TaK YEJIOBEK <CIBIIIUT.
Bneuatiienns CKOpoXoJoBOWH OT MY3BIKQIBHOIO TPOM3BEACHMSI BCErna TOYHBI, BEPHO
BOCCO3/Ial0T CMBICIT TPOU3BEACHUS. TOHKO YYBCTBYEeT OHa M mpupony. JIIoOMT uBeTHl,
HACJIaXX1aeTCsd MOpPEM, COJIHIIEM, YTPEHHEHN CBEKeCThI0. E€ mpencTaBiieHus: 0 MUpe HE TOJIBKO
BEpHBI, HO U 00pa3Hbl. Tak, MOpe OHa MpeCTaBIsIeT B oOpa3e Mudomornueckoro Iloceimona,
OHO «IPEJACTABISAETCS MHE BEJIUKHM, HIMPOKOIUICYMM, JUIMHHOPYKHM, C IYHIMCTBIMHU
JUTMHHBIMH KYAPSMH W3 MOPCKOW THHBI M Tako# e mbimHoi Oopomoin. Korma Iloceinon
CepAMTCs, OH CWIBHO pacKauMBaeT CBOEW TIOJIOBOH, pa3BUBaiouIvecs KyApd U Oopoxa
HapYIIAIOT CIIOKOMCTBUE BO3/1yXa, M TOT1a HAaUUHAeTCs Oyps...».

W HOub ¢ €€ TUIIHMHOW U MPOXJIaZ0H BBI3BIBAET y aBTOpA MO3TUUECKUN 00pa3: «Horma
s 11000 UITU TI0 YIIMLE TUXOH, TEMI0M HOUbI0. BCE Kpyrom TUXo-THXO0, B IoMaX 3aMOJIKJIa
JTHEBHAS JKU3Hb U IIYM, JIIOAU CHAT, TEMHBIE NMPAMOYIOJIbHUKA OKOH HE OCBEIIAIOT YJIHIIBI
KOMHAaTHBIM cBeTOM. HUKTO He 3HaeT, 4To 4 My MO YJIHIE OJHa U HuUYero He 6oroch. 1 B
TaKUX CIydasX MHE XOYETCsS MPEICTaBUTh HOYb... B 00pa3e OJUHOKOM KEHIIUHBI. UTOOBI
000NTH 3eMJIl0, OHa BBICKANB3bIBAET W3 YEAMHEHHOTO JIOMa, YKYTaBIIUCh TEMHBIM
MOKpPBIBAJIOM, UAET BOKPYI rOpOJa, pa3iinBas 3alaxyu HOYHOW CBIPOCTH M HaBEBasl MPOXJamy
CBOM JUIMHHBIM [TOKPBIBAJIOM. .. ».

Bxutouennrsie B kHHry oyepku «B Mysee-ycanpbe JI.H. Toncroro», «O baiipone»,
«O Ilymxkune u ['orone», «O ToM, kak MHe npeacTaBisiercs ['epuen», «A.M. ['oppkuii xup»
U JIpyrue CBUAETEILCTBYIOT HE TOJIBKO O TITyOOKOM 3HaHUU CKOPOXOJOBON COYMHEHUN 3TUX
nucatenel, HoO ¥ 0 CBOEM, IOAYac OYEHb OPUTMHAIBHOM B3IVISIIE HA MX TBOPYECTBO. JTHU
OUEpKH, a TaKKe MOJA0OpKa aBTOPCKUX CTUXOB, KOTOPHIMU 3aKaHYMBAETCS KHHUTA, TOBOPSAT
ell€ U 0 He3aypPsIIHOM JINTEPATYPHOM J1IapOBaHUM aBTOPA.

Jla, moucTuHe HET mpezesia BO3MOKHOCTSIM yenoBekal
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K coxanenuro, Onbru MBaHOBHBI Oonblle HeT ¢ HaMu. Ho €€ XU3HL OCTaHeTCs

OTPOMHBIM BOCIUTATEJIbHBIM MPUMEPOM CTOMKOCTH W CHJIBI JlyXa HE TOJbKO sl
MHOT'OYHUCJIEHHBIX BOCIIUTAHHUKOB 3arOPCKOM IIKOJIbI CJIEMOTITYXOHEMBIX, 4TO 1107 MOCKBOH,
HO ¥ MHOTHUX JPYTHX JIFOJEH.

(IToocomosuna Jlunus 3uzuxo)

VII. Test Yourself

The same or different?

a) medium — channel
b) medium — message
C) meaning — message
d) code — medium
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UNIT 6: THE THEORY OF IMPLICATURE AND ITS IMPORTANCE
FOR COMMUNICATIVE LINGUISTICS

[. Outline

1. Communication as a transaction.
2. Conventional implicatures and conversational licagures, or natural
meaning and non-natural meaning (meaning-nn).
. The Cooperative Principle of Grice.
. The conversational conventions supporting tlepeacative principle.
. The maxim of quantity.
. The maxim of quality.
. Relation (relevance) maxim.
. The maxim of manner.
. Exhaustiveness of Grice’s list. The maxim ofifeoless.
10. Interpretation of the Implicature Theory.

©Coo~NO UL~ W

ll. Objectives
After reading the essay you should be able

— to write out what principles guide communicantgheir choice of linguistical
and non-linguistical means for performing their caumnicative roles;

—to understand how these principles may affecerpmetation of
communicative acts.

lll. Key words: intention, cooperative principle, inference, maxiquality,
relevance, manner, politeness, open character

V. Abstract

Effective choice of linguistical and non-linguistianeans is based on the
general assumption that each communicant shoul@ imakor his conversational
contribution such as is required, at the stagehathmt occurs, by the accepted
purpose or direction of the talk exchange in wisich or he are engaged. There is an
open number of conversational conventions, the memgignized of them being
those of quantity, quality, relation, manner anlitgreess.

V. Glossary

conventional implicature— an additional unstated meaning associated weh th
use of a specific word, e.d but Bimplies a contrast between A and B, so
‘contrast’ is a conventional implicature of ‘but’;

conversational implicature— an additional unstated meaning that has to be
assumed in order to maintain the cooperative lace.g. if someone sayfe
President is a moussomething that is literally false, the hearer massume
the speaker means to convey more than is being said
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cooperative principle- a basic assumption in conversation that each gzt
will attempt to contribute appropriately, at thequeed time, to the current
exchange of talk.

generalized conversational implicature an additional unstated meaning that
does not depend on special or local knowledgearfversational implicature;

hedges- cautions notes expressed about how an utteranodes taken, e.cas
far as | knowused when giving some information;

implicature —a short version of conversational implicature;

inference— the listener’s use of additional knowledge tckenaense of what is
not explicit in an utterance;

manner— one of the maxims, in which the speaker is tdéar, brief and orderly;
maxim — one of the four sub-principles of tbeoperative principle;

particularized conversational implicature an additional unstated meaning that
depends on special or local knowledgercohversational implicature;

guality — one of thenaximsjn which the speaker has to be truthful;

guantity — one of themaxims,in which the speaker has to be neither more or
less informative than is necessary;

relation — one of thenaximsjn which the speaker has to be relevant;

tautology— an apparently meaningless expression in whiehveord is defined
as itself, e.gbusiness is business

VI. Communication As a Transaction

Before soaking into the theory of implicature lstnemember some basic
facts about communication.

A. Definition of Communication

Communication is a process in which people shdognmation,
ideas and feelings (6, 6)

B. The Elements of Communication

The communication process is made up of varioun@&hs. These
elements are: senders and receivers, codes, mesgag#a, noise,
feedback, and setting

A communication transaction involves not only thaysical act of
communicating but also an expieriential and psyafichl ones: knowledge and
impressions are being formed in the minds of theopfge who are
communicating. As | communicate with you, for exdpvhat | think and
know of you will directly affect my communicationitiv you.
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The Three Principles of Transactional Communication

Communication as a transaction transactional communication —
involves three important principles. First, peopigaged in communication are
sending messages continuously and simultaneouslgorfd, communication
events have a past, present, and future. Thirdicgants in communication
play certain roles. Let’s consider each of thesacpples in turn.

Participation is Continuous and Simultaneous

Even if you are not actually talking in a commutiiza situation, you are
actively involved in getting and giving symbols.rlexample, let's say you stop
to ask directions to a particular building on casipbrom the directions the
person is giving, you are determining how far aweeybuilding is and how easy
it will be to reach. At the same time you are ggviieedback on how well you
are receiving and understanding the directions. May also be making some
judgments about how effective the person giving theections is as a
communicator. You are participating continuouslg aimultaneously. You can
see, then, that you are both a sender and a receive

All Communications Have a Past, Present, and Future

To understand the importance of past, present, aridre in a
communication, let’s look in on Stewart and Chhasband and wife, who are
engaged in a heated argument. Stewart wants toogih $or Thanksgiving;
Chris wants to visit relatives instead.

It is impossible to understand this argument witHomowing some history
and how it affects what is going on now. During thst holiday (past), they
visited Stewart’s parents. Now Chris is trying &t &tewart to be fair and visit
her family. Knowing some future implications cas@be helpful. Chris knows
that for the next holiday (future), Stewart hasatty made plans to go to a
professional convention in the South. This will méao trips south and none to
see her relatives in St. Paul. The heated argu(peggent) is occurring because
Chris is feeling cheated. The past and future ffeeteng Chris’s ideas and feelings
in the present. Stewart, however, seems to beiignboth past and future.

Even if you have never met someone before, the stdktaffects your
communication with that person — because your rmespdo new people you
meet is based on your past experience. You migmiored to the physical type
(short, tall, fat, thin), to the occupation (acctaurt, gym teacher), or even to a
name (remember how a boy named Eugene always ttecthgou and you've
mistrusted all Eugenes ever since?). Any of theseg$ you call up from your
past might influence how you respond to these @eept least at the beginning.

The future also influences communication. If yountva relationship to
continue, you will say and do things in the predennake sure it doesTljanks
for dinner, | always enjoy your cookinglf you think you will never see a
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person again, this also might affect your commuroca You might be more
businesslike, leaving the personal aspects of feuout of the communication.

Consider This

At any point, each person is both reacting to asmasing a reaction in others.
Most of us tend to see ourselves as respondinghtat wthers say, without
realizing that what they are saying may be a readb us. We are keenly aware
that we said what we did because of what she batdit may not occur to us
that she said what she did because of what we-spidt before, yesterday, pr
last year. Communication is a continuous streamwimch everything is
simultaneously a reaction and an instigation, atigation and a reaction. We keep
moving in a complex dance that is always diffelritmade up of familiar steps.

Source: Deborah Tannen, That's Not What | Meant!

All Communicators Play Roles

Rolesare parts we play or how we behave with others. #hode roles are
established by society or by individual relatiopshiFor example, Carol, the
student, is supposed to communicate in a partionky with her instructor,
Professor Jones. Because she is in the role oémstiahd he is in the role of
teacher, she is expected to show him a certain ahwduespect, not call him by
his first name, and so on. Communication changeslas change. When Carol
later talks to her father, they will probably commeate from the roles of parent
and child. When she goes to work, she will commateiavith her boss in the
role of employee.

As Carol plays the role of student, child, and eagpeé, we can make some
predictions about how she will communicate, sirff@edociety in which we live
gives us some idea of what is expected in thess.r@on’t talk back to your
father. Let your boss know you’re energgtin other cases the role is not so
clear, and it may change according to how the @pdants define their
relationship. Let's say, for example, that Caroletseher boyfriend after work.
As she comes out to the parking lot, he s@et, in the car This sentence tells
us a good deal about their relationship and how baxe defined it. If, instead,
he gets out of the car, walks to meet her, putahsaround her shoulder, and
says,Hi, honey we have a completely different impression ofithelationship.
How we communicate, then, is based on our rolelation to one another.
That is why no two communications are the samey, theange to meet the needs
of each patrticular relationship.

The roles we play — whether established by ind@idelationships or by
the society — are also perceived differently byedént people. These different
perceptionsaffect the communication that results. For example, Tornisnrole
of youth director is well organized and maintaiight control over the classes
he teaches. The kids who take his classes knowltheg to behave, or they'll
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be in big trouble. Therefore they speak to him inespectful voice and stay
guiet when they're supposed to. To other kids, h@ame Tom’s discipline

indicates rigidity and inflexibility. These kids dd go by the Youth Center;
they choose not to communicate with him at all.

The Principles in Action

Let's see how the three principles of transacti@mhmunication work as
we listen to a conversation between Jane and Stacy:

1. Jane: Hey, Stacy. Can | borrow your sweater?
Stacy: (Steps back, slight frowwjell...
Jane: (Steps forward)ou know. The brown one with the white ducks
Stacy: (Folds her arms in front of h&hat happened to all those
new sweaters you got for your birthday?

We know right away in this scene that Stacy dodswamt to cooperate,
even though she never says so. As Jane speaky, Stagltaneously and
continuously sends out signals: she frowns, shpsdiack, she folds her arms in
front of her - all nonverbal symbols of resistandane reinforces her verbal
symbols by stepping forward - a nonverbal way @iveing assertiveness.

This scene between Jane and Stacy would probaké ria more than
thirty seconds in real life, yet it is filled wittymbols — some of which non-
participants would be unable to detect. For exajrptés speculate on the past
and future aspects of this communication. How m@amgs has Jane borrowed
things from Stacy? How willing has Stacy been tadi¢hem before? What has
been their condition upon return? What is Jane Staty’'s relationship? Do
they get along? Do they respect each other andahen's property?

We must also look at the roles that Jane and $tiagy Their roles seem to
be equal because they are friends. From their ceatien, however, Jane is
willing to play the role of borrower but Stacy istrwilling to play the role of
lender. The roles they play in this transactionl délpend on the experience they
have had with these roles in the past. If in th&t gane had returned a sweater
dirty, this might make Stacy reluctant to contimu¢he role of lender.

When we look at this conversation between JaneSiady, we can see
how complicated even a simple conversation carShi, we can never really
understand what goes on in communication unlesslos& at it from a
transactional perspective. Then we can begin to thee complexity and
uniqueness of each communication event. As Heuaclihe Greek philosopher,
once observed, we cannot step into the same mree because not only are we
different but so is the river. The same is trueahmunication.

There is something always different. And what isrenthere are usually
many modifications and changes in the form of evexgsaction.

How do we manage to communicate then? Is therehagytinvariant,
unchanging that underlies the vast sea of evergthgrcharacteristics?
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Let us consider the above description of commuitinatgain. The account
of communication in it may seem to be exhaustivet tere are very important
iIssues which it doesn’t cover at all.

Here is one of the most typical interactions. Eathus comes across
dozens of them every time we communicate oursevestch others doing it.

2. A. Where's the dean?
B. There was a notice downstairs about the staff mgeti 14.30.

The two utterances seem to be totally unrelateérdlare no obvious and
direct semantic or formal ties between them. Howndounderstand then that
they form an interaction and that the second utteracontains a hint of where
the dean might be. What directs us in our infersribat the dean may be at the
staff meeting? The other communicant doesn’t saydhectly.

Can the knowledge about continuality and simultgnkelp us? Or that
about past, present and future of all communicatwa have encountered? Do
the above principles uncover what guides us botkhé construction of our
messages and in the interpretation of them? Mdpfli@and descriptive as they
are, they leave certain important issues totaltpuched. First of all the issues
of what.. andhow...

1) What are the principles that underlie any raley transactional event
and either make them successive or most unhappy?

2) What guides us in our choice of meanings andhsfea

3) How do we manage to make an appropriate choideaahieve our goals
when performing our communicative roles?

4) What is the basis for ‘familiar steps’?

Think of a possible answer to questions 1 — 4 &moh tstudy the stuff
below and try to answer the same questions again.

Grice’s Theory of Implicature

Unlike many other topics in pragmatics, implicatidees not have an
extended history. The key ideas were proposed lgeGn the William James
lectures delivered at Harvard in 1967 and stillygpdrtially published (Grice,
1975, 1978). The proposals were relatively bried anly suggestive of how
future work might proceed.

The termimplicatureis used by Grice (1975) to account for what a kpea
can imply, suggest, or mean, as distinct from what speaker literally says.
There areconventional implicatureswhich are, according to Grice, determined
by ‘the conventional meaning of the words used78:944). In the following
example (3), the speaker doesn't directly assaitdhe property (being brave)
follows from another property (being an Englishmabut the form of
expression used conventionally implicates that sudlation does hold.
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3. He is an Englishman, he is therefore, brave.

If it should turn out that the individual in questiis an Englishman and is
not brave, then the implicature is mistaken, bat titterance, Grice suggests,
need not be false. The same is true about the bsktement.

4. A lot of sunshine dries out the soil.

Of much greater interest to the discourse analgstthe notion of
conversational implicature.
Consider the following.

5. A: There is no way for us to collect the maney
B:Land is getting up again
A:What do you me&h
There is no obvious conventional connection betwibentwo statements
(5A and 5B). But the speaker A is certairlipping for one by asking his
guestion. He is obviously looking for such connaatiwhich is classed as a
conversational implicature, or non-natural meanorg else meaning-nn in
Grice's theory. According to Grice the Ilatter, thst meaning-nn, or
conversational implicature is derived from a geheraciple of conversation
plus a number of maxims which speakers will norypnalbey. The general
principle is called Cooperative Principle which €&i(1975: 45) presents in the
following terms:

Make your conversational contribution such as iguieed, at the
stage at which it occurs, by the accepted purpaosgirection of the
talk exchange in which you are engaged.

The conversational conventions, or maxims, whicppsut this principle
are as follows:

Quantity: make your contribution as informative as is reqii{eor the
current purposes of the exchange). Do not make ymmntribution more
informative than is required.

Quality: Do not say what you believe to be false. Do notteayfor which
you lack adequate evidence.

Relation: Be relevant.

Manner: Be perspicuouspp’spikjuas] — sCHbIi, TOHATHBIH

Avoid obscurity of expression. Ad@mbiguity.
Be brief (avoid unnecessary prolixity).
Be orderly.

Grice does nor suggest that this is an exhausiste-I he notes that a
maxim such aBe politeis also normally observed — nor that equal weight
should be attached to each of the stated maxinige (flaxim of manner, for
example, does not obviously apply to primarily ratgional conversation). We
might observe that the instructidde relevantcovers all other instructions.
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However by providing a description of the norms alq@®s operate with in
conversation Grice makes it possible to describatvifipes of meaning a
speaker can convey by floating one of these maxiihs floating of a maxim
results in the speaker conveying, in addition te theral meaning of his
utterance, an additional meaning, which is a coatenal implicature. As a
brief example we can consider the following excleang

6. A: I'm out of petrol.
B:There is a garage round the corner.

In this exchange Grice (1975:51) suggests that Blavbe infringing the
instructionBe relevanif he was gratuitously stating a fact about the ldvara
the literal meaning of his utterance. The implicajuderived from the
assumption that speaker B is adhering to the Catigerprinciple, is that the
garage is not only round the corner, but also bellopen and selling petrol. We
might also note that, in order to arrive at the lingiure, we have to know
certain facts about the world, that garages seétbheand thatround the corner
Is not a great distance away. We also have topreeA’s remarks not only as a
description of a particular state of affairs, bsitaarequest for help, for instance.
Once the analysis of intended meaning goes beyoaditeral meaning of the
‘sentences-on-the-page’, a vast number of rela®aes have to be considered.

As a brief account of how the term ‘implicature’ used in discourse
analysis, we have summarised the important poimt&iice’s proposal. We
would like to emphasize the fact that implicatuege pragmatic aspects of
meaning and have certain identifiable charactessirhey are partially derived
from the conventional or literal meaning of an rateee, produced in a specific
context which is shared by the speaker and theeheand depend on a
recognition by the speaker and the hearer of thep@mative Principle and its
maxims. For the analyst, as well as the hearenarsational implicatures must
be treated as inherently indeterminate since tleeye from the supposition that
the speaker has the intention of conveying mearand of obeying the
Cooperative Principle. Since the analyst has omhytéd access to what the
speaker intended, or how sincerely he was behawnghe production of a
discourse fragment, any claims regarding the impliees identified will have
the status of interpretations. In this respect,diseourse analyst is not in the
apparently secure position of the formal linguisiovhas ‘rules’ of the language
which are or are not satisfied, but rather, in plsition of the hearer who has
interpretations of the discourse, which do, or dt make sense. (For a more
detailed treatment of conversational implicature Isevinson, 1995).

Let us consider maxims in a greater detail.

Quality

7. John has two PhDs
+> | believe he has, and have adequate evidence éhhas

8. Does your farm contain 400 acfes
+> | don’t know that it does, and | want to know thatoes
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The first of these provides an explanation for ‘v&e paradox’, namely
the unacceptability of utterances like the follogrin

9. John has two PhDs but | don’t believe he.has

This sentence is pragmatically anomalous becauseoritradicts the
standard Quality implicature that one believes vdra asserts. The example in
(9) simply extends the scope of quality by viewingh as a special sub-case of
sincerity applied to assertions; when one askseatgpn, one may standardly be
taken to be asking sincerely and hence to be inteestang and requiring the
requested information. Normally then, in co-opemattircumstances, when one
asserts something one implicates that one beligvedien one asks a question
one implicates that one sincerely desires an ananerby extension, when one
promises to do x, one implicates that one sincargnds to do x, and so on.
Any other use of such utterances is likely to Isparious or counterfeit one, and
thus liable to violate the maxim of Quality.

Quantity

This maxim provides some of the most interesting tloé standard
implicatures. Suppose | say:

10. Nigel has fourteen children.

| shall implicate that Nigel has only fourteen dinén, although it would be
compatible with the truth of (10) that Nigel in fd@as twenty children. | shall be
taken to implicate that he has only fourteen andnawe because had he had
twenty, then by the maxim of Quantity (‘say as mashit required’) | should
have said so. Since | haven’t, | must intend tovegnthat Nigel has only
fourteen. Similarly, consider the example below:

11. The flag is white

Since | have given no further information abouteotbolours the flag may
contain, which might indeed be highly relevant he proceedings, | may be
taken to implicate that the flag has no other caa@nd is thus wholly white. Or
again suppose we overhear the following exchange:

12. A:How did Harry fare in court the other day
B:Oh, he got a fine

If it later transpires, that Harry got a life samte too, then B (if he knew
this all along) would certainly be guilty of mistdag A, for he has failed to
provide all the information that might reasonabéyrbquired in the situation.

All these examples involve the first sub-maxim afa@tity, which appears
to be the important one, in which the provisionfudf information is enjoined.
The effect of the maxim is to add to most utterare@ragmatic inference to the
effect that the statement presented is the strongemost informative, that can
be made in the situation; in many cases the inpifea can be glossed by
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addingonly to the prepositional content of the sentence, Migel has only
fourteen children; the flag is only white; Harrylgrgot a fine

Relevance

The technical use of the temalevancein the analysis of conversation is
derived from the conversational maxims proposedhyge (1975). If, as Grice
suggests, there is a general agreement of co-apefagtween participants in
conversation, then each participant can expecbther to conform to certain
conventions in speaking. These conventions or msextave to do with the
quantity (or informativeness), thquality (truthfulness), theananner(clearness)
and relevance of conversational contributions. Although he dismss and
exemplifies the other maxims, Grice does not elatigoon the simple instruction
‘Be relevant’. The discourse analyst wishing to makse of this notion is
immediately confronted with the problem of decidinglevant to what?’ One
way of solving this problem is to translate the ma’8Be relevant’ into a more
practically useful form as ‘Make your contributiorlevant in terms of the
existing topic framework.’

What we have characterised as a convention of csatienal discourse —
‘making your contribution relevant in terns of dig topic framework’ - could
be captured more succinctly in the expressio@aking topically.We could say
that the discourse participant is ‘speaking topytalvhen he makes his
contribution fit closely to the most recent elenseimtcorporated in the topic
framework. This is most noticeable in conversatiovi'ere each participant
‘picks up’ elements from the contribution of theepeding speaker and
incorporates them in his contribution, as in théof@ing fragment:

13. E: | went to Yosemite National Park.

F: Did you?

E: yeah — it's beautiful there right throughout theaye

F: | have relations in California and that's their fawite Park because
they ... enjoy camping a lot

E: Oh yeah

F: They go round camping

E: | must admit | hate camping

This type of ‘speaking topically’ is an obvious fi@@e of casual
conversation in which each participant contribiggsally and there is no fixed
direction for the conversation to go. In contraitere is the type of
conversational situation in which the participasats concentrating their talk on
one particular entity, individual or issue. In sughsituation, the participants
may, in fact, ‘speak topically’, but they might albe said to bepeaking on
a topic. An extreme example of ‘speaking on a topic’ woukl ibh a debate
where one participant ignored the previous speskeohtribution on ‘capital
punishment’, for example, and presented his talkegudependently of any
connection with what went before. In practice, weowdd find that any
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conversational fragment will exhibit patterns olktan which both ‘speaking
topically’ and ‘speaking on a topic’ are present.

The maxim of relevance is responsible for producindarge range of
standard implicatures. For example, where possibiperatives will be
interpreted as relevant to the present interacteomj thus as requests to
implement some action at the present time. Hence:

14. Pass the salt
+ > pass the salt now

Or consider another example:

15. A:Can you tell me the tirf?e
B:Well, the milkman has come

It is only on the basis of assuming the relevaricB’'s response that we
can understand it as providing a partial answeh'soquestion. The inference
seems to work roughly like this: assume B's uttegan relevant; if it's relevant
then given that A asked a question, B should beigirgg an answer; the only
way one can reconcile the assumption that B ispmradively answering A’s
qguestion with the content of B’s utterance is teuase that B is not in a position
to provide the full information, but thinks thatethmilkman’s coming might
provide A with the means of deriving a partial arswHence A may infer that B
intends to convey that the time is at least afteenever the milkman normally
calls. Below is yet another example:

16. A:Where is BilP
B:There’s a yellow VW outside Sue’s house

Exactly similar inferences can be made in casesdtample (16), and it is
clear that such inferences are fundamental to @mses of coherence in
discourse: if the implicatures were not constructed the basis of the
assumption of relevance, many adjacent utteramcesnversation would appear
quite unconnected.

Manner

Finally, a number of different kinds of inferenagsa from the assumption
that the maxim of Manner is being observed. Fom®ta, by the third sub-
maxim of Manner (‘be brief’), wherever | avoid somample expression in
favour of some more complex paraphrase, it mayssarmaed that | do not do so
wantonly, but because the details are somehowaetds the present enterprise.

If, instead of (17), | say (18), then | direct ytupay particular attention
and care to each of the operations involved in glaih7), this being an
implicature of the use of the longer expression:

17. Open the door.
18. Walk up to the door, turn the door handle clockwasefar as it will go, and
then pull gently towards you.
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But perhaps the most important of the sub-maximslafner is the fourth
‘be orderly’. For this can be used to explain tddity of (19):

19. The lone ranger rode into the sunset and jumpekli®horse

This violates our expectations that events areumtea in the order in
which they happened. But it is just because paditis in conversation may be
expected to observe the sub-maxim ‘be orderly’ thathave that expectation.
Presented with (20) we therefore read it as a seguef two events that
occurred in that order:

20. Alfred went to the store and bought some whisky

We now see how the semanticist armed with the naifamplicature can
extricate himself from the dilemmas raised above.nded not claim that there
are two wordsandin English, one meaning simply that both conjurasts true,
the other having the same meaning plus a notiosegjuentiality. For the
sequentiality , the ‘and then’ senseanfd in sentences like (20), is simply a
standard implicature due to the fourth sub-maxinMahner, which provides a
pragmatic overlay on the semantic contenaid wherever descriptions of two
events, which might be sequentially ordered, argonoed.

Implicatures that are ‘triggered’ in this unosteioias way, simply by the
assumption that the maxims are being observed, $@av¥ar been of the greater
interest to linguists. This is because such infegenoften arise wherever
features of the context do not actually block themth the result that they can
be easily confused with the permanent aspects ef sbmantics of the
expressions involved. Consequently, a semantiayheam become plagued by a
proliferation of hypothetical senses and interraltcadictions in ways we shall
spell out below. Before returning to these implicas in the next section, let us
first illustrate the other major kind of implicaas that Grice had in mind.

The second kind of implicatures come about by dvemd blatantlynot
following some maxims, in order to exploit it fooramunicative purposes.
Grice calls such usagdsutings or exploitations of the maxims, and they can
be seen to give rise to many of the traditionafjufes of speech’. These
inferences are based on the remarkable robustrieg®e cassumption of co-
operation: if someone drastically and dramatical&viates from maxim-type
behaviour, then his utterances are still read d@enlyingly co-operative, if this
is at all possible. Thus by overtly infringing som@xim the speaker can force
the hearer to do extensive inferencing to somefetopositions, such that if
the speaker can be assumed to be conveying thesatheast the over-arching
co-operative principle would be sustained.

Interpretation

In fact, Grice has provided little more than a skebf the large area
and the numerous separate issues that might bmiiated by a fully
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worked out theory of conversational implicature (4,8). So if use to be
made of these ideas in a systematic way withindisigc theory, much has
to be done to tighten up the concepts employed bhgeGand to work out
exactly how they apply to particular cases.

So far the theory though is of such broad scopeastcally too general. Yet
even now it plays a principle role in linguisti@tny, it is crucial for understanding
communication, for the issues of the theory argarsal. Really, if the maxims are
derivable from conversations of rational cooperatiwe should expect them to be
universal in application at least in co-operativelk of interaction.

Implicatures increase manifold the capacity of #®igns to relate to
meaning. They don’'t need creation of new specighssi They are actually
derived from

a) what is said

b) the assumption that at least the co-operativiacipfe is being
maintained. Thanks to them the comparatively lichitumber of signs can
produce endless diversity of meanings and wayhkeif expression. Below are
but some example of it:

21. A:What on earth has happened to the roast-beef
B: The dog is looking very happy

22. C:England is a sinking ship
D:War is war

In any case it is clear that implicature plays gomeole in interactions as
well as in language change, triggering both symtaaghd semantic changes.
Indeed it seems to be one of the single most ilmpbmnechanisms whereby
matters of language usage feed back into and affedters of language
structure. It is thus a major route for functiopaéssures and in general for
communicative needs to leave their impact on thguage [7, p. 166].

VII. Further reading
From: Levinson S.C. Pragmatics. CUP, 1995. — 420 p.
P.15-17

So the notion that pragmatics can be the studyspéets of meaning not
covered in semantics certainly has some cogendywBuneed to know how the
broad sense of meaning, on which the definitioreselis to be delimited. This
broad sense should include the ironic, metaphoret implicit communicative
content of an utterance, and so it can’t be rdsttito the conventional content
of what is said. But does it inclu@dl the inferences that can be made from a)
what is said and b) all the available facts abbatworld known to participants?
Suppose that Moriarty says that his watch brokd,feem this Sherlock Holmes
infers that he perpetrated the crime: althoughitii@mation may have been
indirectly conveyed, we should be loath to say tatiarty communicated it.
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For communication involves the notions of intentaord agency, and only those
inferences that are openly intended to be convegedoroperly be said to have
been communicated. To help us draw a line betwieennicidental transfer of
information, and communication proper, we may appean important idea of
the philosopher Grice (1957). Distinguishing betweehat he callsnatural
meaning (as inThese black clouds mean rai@nd non-natural meaning or
meaning-nn (equivalent to the notion of intentional communieaj, Grice
gives the following characterization of meaning-nn:

S meant-nrz by uttering U if and only if:
() S intended U to cause some effect z in recigien
(i) S intended (i) to be achieved simply by H rgozing that intention (i)

Here, S stands for speaker (in the case of spokemmcnication; for
sender or communicator in other cases); H for mearemore accurately, the
intended recipient; ‘uttering U’ for utterance ofirrguistic token, i.e. a sentence
parts (or the production of non-linguistic commuatice acts); andZ for
(roughly) some belief or volition invoked in H.

Such a definition is likely to be opaque at firgtading, but what it
essentially states is that communication consistthe ‘sender’ intending to
cause the ‘receiver’ to think or do something, jogtgetting the ‘receiver’ to
recognize that the ‘sender’ is trying to cause ttlaiught or action. So
communication is a complex kind of intention thataichieved or satisfied just
by being recognized. In the process of communinatithe ‘sender’s
communicative intention’ becomesutual knowledge to ‘sender’ (S) and
‘receiver’ (H), i.e. S knows that H knows that Slrs that H knows (and so ad
inflnitum) that S has this particular intention.t#ihing this state of mutual
knowledge of a communicative intention is to hawvecessfully communicated.
A simple illustration may help to clarify the compteit distinguishes between
two kinds of ‘boos’ or attempts to frighten someone

Suppose | leap out from behind a tree, and by sheerise frighten you. |
have caused an effect in you by ‘natural’ meand. fid&w suppose that you
know | am behind the tree, you are expecting miedap out, and | know you
know all that: | can still (maybe) frighten you l®aping out, just by getting you
to realize that | intend to frighten you. Only tkecond is an instance of
communication (meaning-nn) in Grice’s sense.

Discussion Questions/Professional Development Atgg

1. Which inferences relate to natural meaning?

2. Which inferences are responsible for meaning-nn?
3. What is communication in Levinson’s terms?

4. What is successful communication?
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P.97 - 100
Conversational Implicature. Introduction

The notion of conversational implicature is one of the single most
important ideas in pragmatics (we shall often referthe notion simply as
implicature as a shorthand, although distinctions betweenathds other kinds
of implicature will be introduced below). The salke of the concept in recent
work in pragmatics is due to a number of sourcest,Fmplicature stands as a
paradigmatic example of the nature and power ofmedic explanations of
linguistic phenomena. The sources of this spediggagmatic inference can be
shown to lie outside the organization of languagesome general principles for
co-operative interaction, and yet these princiflase a pervasive effect upon
the structure of language. The concept of impliegttherefore, seems to offer
some significant functional explanations of lingiagacts.

A second important contribution made by the notdmmplicature is that it
provides some explicit account of how it is pogstbl mean (in some general sense)
more than what is actually 'said' (i.e. more thdmatws literally expressed by the
conventional sense of the linguistic expressiotesed). Consider, for example:

1. A: Can you tell me the tim?e
B: Well, the milkman has come

All that we can reasonably expect a semantic theéoitell us about this
minimal exchange is that there is at least one ingadhat we might
paraphrase as follows:

2. A: Do you have the ability to tell me the titne

B. [pragmatically interpreted particlédje milkman came at some time prior to
the time of speaking

Yet it is clear to native speakers that what wowdlinarily be
communicated by such an exchange involves congityenaore, along the lines
of the italicized material in (3):

3. A: Do you have the ability to tell me the tiofethe present moment, as

standardly indicated on a watch, and if so pleagesal tell me.
B:  No I don’'t know the exact time of the present maynen | can provide

some information from which you may be able to deduhe
approximate time, namely the milkman has come.

Clearly the wholepoint of the exchange, namely a request for specific
information and an attempt to provide as much af thformation as possible, is
not directly expressed in (2) at all; so the gapvben what is literallysaid in
(2) and what is conveyed in (3) is so substantialt twe cannot expect a
semantic theory to provide more than a small parroaccount of how we
communicate using language. The notion of impliafromises to bridge the
gap, by giving some account of how at least largeigns of the italicized
material in (3) are effectively conveyed.
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Thirdly, the notion of implicature seems likely teffect substantial
simplifications in both the structure and the contef semantic descriptions.
For example, consider:

4. The lone ranger jumped on his horse and rode in¢osunset

5. The capital of France is Paris and the capital ofgiand is London
6. ??The lone ranger rode into the sunset and jumpeldi®horse

7. The capital of England is London and the capitafFdnce is Paris

The sense dadindin (4) and (5) seems to be rather different: ini{4pems
to mean ‘and then’ and thus (6) is strange inithathard to imagine the reverse
ordering of the two events. But in (5) there is‘and then’ senseand here
seems to mean just what the standard truth tabl& favould have it mean -
namely that the whole is true just in case bothjurmts are true; hence the
reversal of the conjuncts in (7) doesn't affectabreceptual import at all. Faced with
examples like that, the semanticist has traditipriaken one of two tacks: he can
either hold that there are two distinct sensesi@fwordand, which is thus simply
ambiguous, or he can claim the meanings of woelsageneral vague and protean
and are influenced by collocational environmerftsheé semanticist takes the first
tack, he soon finds himself in the business of edduan apparently endless
proliferation of senses of the simplest looking agorHe might for example be led
by (8) and (9) to suggest that white is ambigufmrsn (8) it seems to mean ‘only or
wholly white’ while in (9) it can only mean ‘pariawhite’.

8. The flag is white.

9. The flag is white, red and blue.

The semanticist who takes the other tack, thatrabtanguage senses are
protean, sloppy and variable, is hardly in a bgttesition: how do hearers then
know (which they certainly do) just which variablalue ofwhiteis involved in
(8)? Nor will it do just to ignore the problem, fidrone does one soon finds that
one's semantics is self-contradictory. For exan(@) certainly seems to mean
(11); but if we then build théuncertainty’ interpretation in (11) into the
meaningof possible(12) should be an outright contradiction. But ihe.

10. It's possible that there’s life on Mars.
11. It's possible that there’s life on Mars and possible that there is no life on Mars.
12. It's possible that there’s life on Mars, andant it is certain that there is.

Now from this set of dilemmas the notion of imptio@ offers a way out,
for it allows one to claim that natural languageressions do tend to have
simple, stable and unitary senses (in many casgsagf, but that this stable
semantic core often has an unstable, context-spegragmatic overlay —
namely a set of implicatures. As long as some $§ipgmiedictive content can be
given to the notion of implicature, this is a gemiiand substantial solution to
the sorts of problems we have just illustrated.
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An important point to note is that this simplificat of semantics is not just
a reduction of problems in the lexicon; it also emlpossible the adoption of a
semantics built on simple logical principles. Itedathis by demonstrating that
once pragmatic implications of the sort we shall icaplicature are taken into
account, the apparently radical differences betwegit and natural language
seem to fade away. We shall explore this below wliercome to consider the
‘logical’ words in Englishand, or, if... then, nothe quantifiers and the modals.

Fourthly, implicature, or at least some closehatedl concept, seems to be
simply essential if various basic facts about laggiare to be accounted for
properly. For example, particles likeell, anyway, by the wasequire some
meaning specification in a theory of meaning juist lall the other words in
English; but when we come to consider what theiammgg is, we shall find
ourselves referring to the pragmatic mechanismsgraluce implicatures. We
shall also see that certain syntactic rules appédeast to be sensitive to
implicature, and that implicature puts interesteanstraints on what can be a
possible lexical item in natural languages.

Finally, the principles that generate implicatutesve a very general
explanatory power: a few basic principles provigplanations for a large array
of apparently unrelated facts. For example, expians will be offered below
for why English has no lexical itemail meaning ‘not all’, for why Aristotle got
his logics wrong, for ‘Moore’s paradox’, for why wbus tautologies like
War is warcan convey any conceptual import, for how metapharsk and
many other phenomena besides.

Discussion Questions /Professional Development yAaes

1. Why is the notion of conversational implicatseimportant?
2. What is the role of the cooperative principle areating the special
position of implicature in communicative linguisit
*k%k

From: Yule G. Pragmatics. OUP, 2000. — 138 p.

P.35-40
Cooperation and Implicature

In much of the preceding discussion, we have assduh speakers and
listeners involved in conversation are generallgparyating with each other. For
example, for reference to be successful, it wapgsed that collaboration was a
necessary factor. In accepting speakers’ presugpmasi listeners normally have
to assume that a speaker who says car really does have the car that is
mentioned and isn’t trying to mislead the listendnis sense of cooperation is
simply one in which people having a conversatianrast normally assumed to
be trying to confuse, trick, or withhold relevantarmation from each other. In
most circumstances, this kind of cooperation isyathle starting point for
making sense of what is said.
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In the middle of their lunch hour, one woman askstlaer how she likes
the hamburger she is eating, and receives the ams\®.

1. A hamburger is a hamburger.

From a purely logical perspective, the reply in €Bems to have no
communicative value since it expresses somethingptetely obvious. The
example in (1) and other apparently pointless esgpoas like ‘business is
business’ or ‘boys will be boys’, are called taotpes. If they are used in a
conversation, clearly the speaker intends to conicate more than is said.

When the listener hears the expression in (1) fistiechas to assume that
the speaker is being cooperative and intends tovaamntate something. That
something must be more than just what the wordsnmiais an additional
conveyed meaning, called an implicature. By stafihy the speaker expects
that the listener will be able to work out, on theesis of what is already known,
the implicature intended in this context.

Given the opportunity to evaluate the hamburgeg, sheaker of (1) has
responded without an evaluation, thus one impliegisithat she has no opinion,
either good or bad, to express. Depending on o#ispects of the context,
additional implicatures (for example, the speakaénks all hamburgers are the
same) might he inferred.

Implicatures are primary examples of more being rmomcated than is
said, but in order for them to be interpreted, sdrasic cooperative principle
must first be assumed to be in operation.

The Cooperative Principle

Consider the following scenario. There is a womémg on a park bench
and a large dog lying on the ground in front of bemch. A man comes along
and sits down on the bench.

2. Man: Does your dog bite
WomanNo.
(The man reaches down to pet the dog. The deg the man’s hand.)
Man: Ouch! Hey! You said your dog doesn’t bite
Woman:He doesn’t. But that’s not my dog

One of the problems in this scenario has to do wibmmunication.
Specifically, it seems to be a problem caused byntan’s assumption that more
was communicated than was said. It isn’t a probAetihh presupposition because
the assumption igour dog(i.e. the woman has a dog) is true for both spmake
The problem is the man’s assumption that his qoiegioes your dog biteand
the woman’s answe¥o both apply to the dog in front of them. From than’s
perspective, the woman’s answer provides less nmdton than expected. In
other words, she might be expected to providerf@mation stated in the last
line. Of course, if she had mentioned this infoiords earlier, the story
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wouldn’'t be as funny. For the event to be funnyg Woman has to give less
information than is expected.

The concept of there being an expected amountfofmation provided in
conversation is just one aspect of the more gerdalthat people involved in a
conversation will cooperate with each other. (Gdirse, the woman in (2) may
actually be indicating that she does not want t@ tpart in any cooperative
interaction with the stranger.) In most circumsts)cthe assumption of
cooperation is so pervasive that it can be stasedcoperative principle of
conversation and elaborated in four sub-principt@edmaxims, as shown in
Table 6.1.

Make your conversational contribution such as qunmed, at the stage at
which it occurs, by the accepted purpose or dimecof the talk exchange in

which you are engaged.
Table 6.1

The cooperative principle (following Grice, 1975)

The maxims
Quantity
1. Make your contribution as informative as is rigqd (for the current purposes of
the exchange).
2. Do not make your contribution more informativean is required.
Quality
Try to make your contribution one that is true.
1. Do not say what you believe to be false.
2. Do not say that for which you lack adequate evaz.
Relation
Be relevant.
Manner
Be perspicuous.
1. Avoid obscurity of expression.
2. Avoid ambiguity.
3. Be brief (avoid unnecessary prolixity).
4. Be orderly.

It is important to recognize these maxims as uedtassumptions we have
in conversations. We assume that people are norngaling to provide an
appropriate amount of information (unlike the woman(2)); we assume that
they are telling the truth, being relevant, andngyto be as clear as they can.
Because these principles are assumed in normalaati@n, speakers rarely
mention them. However, there are certain kindsxpiressions speakers use to
mark that they may be in dangermadt fully adhering to the principles. These
kinds of expressions are called hedges.

Hedges. The importance of the maxim ofjuality for cooperative
interaction in English may be best measured byntlmaber of expressions we
use to indicate that what we’re saying may notdially accurate. The initial
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phrases in (3a — c¢) and the final phrase in (3e)nates to the listener regarding
the accuracy of the main statement.

3. a.As far as | know, they’re married
b.l may be mistaken, but | thought | saw a wedding on her finger.
c.I'm not sure if this is right, but | heard it wassacret ceremony in Hawaii
d.He couldn't live without her, | guess

The conversational context for the examples in (8yht be a recent
rumour involving a couple known to the speakeraut©as notes, ohedgesof
this type can also be used to show that the speskenscious of thquantity
maxim, as in the initial phrases in (4a — c), pae®tlin the course of a speaker’s
account of her recent vacation.

4. a. As you probably know, | am terrified of bugs
b. So, to cut a long story short, we grabbed our staff ran
¢ | won’t bore you with all the details, but ibean exciting trip

Markers tied to the expectation of relevance (fitbien maxim ofrelation)
can be found in the middle of speakers’ talk wHezytsay things like ‘Oh, by
the way’ and go on to mention some potentially iimexted information during
a conversation. Speakers also seem to use expredéie ‘anyway’, or ‘well,
anyway’, to indicate that they may have driftedoird discussion of some
possibly non-relevant material and want to stopn&expressions which may
act as hedges on the expectation of relevancehamnsas the initial phrases in
(5a — c), from an office meeting.

5. a. | don’t know if this is important, but some of files are missing
b.This may sound like a dumb question, but whose taitithg is this?
c. Not to change the subject, but is this relatechtoliudge?

The awareness of the expectationsy@nner may also lead speakers to
produce hedges of the type shown in the initiabpés in (6a — c), heard during
an account of a crash.

6. a.This may be a bit confused, but | remember beirydar.
b.I'm not sure if this makes sense, but the car hatights
c.I don’t know if this is clear at all, but | thinké other car was reversing

All of these examples of hedges are good indicatibat the speakers are
not only aware of the maxims, but that they warghiow that they are trying to
observe them. Perhaps such forms also communivatepeakers’ concern that
their listeners judge them to be cooperative casatenal partners.

There are, however, some circumstances where gigeaia/ not follow
the expectations of the cooperative principle. tmrrooms and classrooms,
witnesses and students are often called upon ltgéelple things which are
already well-known to those people (thereby violgtihe quantity maxim).
Such specialized institutional talk is clearly di#nt from conversation.
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However, even in conversation, a speaker may ‘gt @f the maxim
expectations by using expressions like ‘No commentMy lips are sealed’ in
response to a question. An interesting aspect coh sexpressions is that,
although they are typically not ‘as informativeissequired’ in the context, they
are naturally interpreted as communicating more tisasaid (i.e. the speaker
knows the answer). This typical reaction (i.e. ¢hemust be something ‘special’
here) of listeners to any apparent violation of iiexims is actually the key to
the notion of conversational implicature.

Conversational Implicature

The basic assumption in conversation is that, andéiserwise indicated, the
participants are adhering to the cooperative piacand the maxims. In example
(7), Dexter may appear to be violating the requamisiof the quantity maxim.

7. Charlene: | hope you brought the bread and the cheese
Dexter: Ah, | brought the bread

After hearing Dexter’s response in [7], Charlens tmassume that Dexter
IS cooperating and not totally unaware of the gtymhaxim. But he didn’t
mention the cheese. If he had brought the cheeseionld say so, because he
would be adhering to the quantity maxim. He musend that she infer that
what is not mentioned was not brought. In this cB@xter has conveyed more
than he said via eonversational implicature.

We can represent the structure of what was saitth (= bread) and c
(= cheese) as in (8). Using the symbol +> for amplicature, we can also
represent the additional conveyed meaning.

8. Charlene: b&c?
Dexter: b (+>NOTc)

It is important to note that it is speakers who ommicate meaning via
implicatures and it is listeners who recognize ¢hoemmunicated meanings via
inference. The inferences selected are those whiitipreserve the assumption
of cooperation.

P.45 - 46
Conventional Implicatures

In contrast to all the conversational implicaturdscussed so far,
conventional implicatures are not based on the cooperative principle or the
maxims. They don’t have to occur in conversatiamd éhey don't depend on
special contexts for theiinterpretation. Not unlike lexical presuppositions,
conventional implicatures are associated with g$peavords and result Iin
additional conveyed meanings when those words a&ed.uThe English
conjunction ‘but’ is one of these words. The intetption of any utterance of
the typep but gwill be based on the conjunctign& g plus an implicature of
‘contrast’ between the information prand the information in p. In (8), the fact
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that ‘Mary suggested black’ () is contrasted, via the conventional implicature
of ‘but’, with my choosing white ().

9. a.Mary suggested black, but | chose white
b.p &<j (+>p is in contrast ta)

Other English words such as ‘even’ and ‘yet’ alsavéh conventional
implicatures. When ‘even’ is included in any sengdescribing an event, there is
an implicature of ‘contrary to expectation’. Thuss, (10) there are two events
reported (i.e. John’s coming and John’s helpingh wie conventional implicature
of ‘even’ adding a ‘contrary to expectation’ intezfation of those events.

10. a.Even John came to the party
b.He even helped tidy up afterwards

The conventional implicature of ‘yet’ is that theepent situation is
expected to be different, or perhaps the oppoaite, later time. In uttering the
statement in (11a), the speaker produces an inwptecahat she expects the
statement ‘Dennis is here’ (3 to be true later, as indicated in (11b).

11. a.Dennis isn't here yet (=NOT p]
b. NOTpis true (+p expected to be true later)

It may be possible to treat the so-called differemtanings’ of ‘and’ in
English as instances of conventional implicaturdiiferent structures. When
two statements containing static information amregd by ‘and’, as in [12a], the
implicature is simply ‘in addition’ or ‘plus’. Whethe two statements contain
dynamic, action-related information, as in (12hg implicature of ‘and’ is ‘and
then’ indicating sequence.

12. a.Yesterday, Mary was happy and ready to wdgk&cq, +>pplus q)
b. She put on her clothes and left the house (p &cq, +>q afterp)

Because of the different implicatures, the two gaft(12a) can be reversed
with little difference in meaning, but there is laaage in meaning if the two
parts of (12b) are reversed.

For many linguists, the notion of ‘implicature’ Bne of the central
concepts in pragmatics. An implicature is certaialprime example of more
being communicated than is said. For those sanwuists, another central
concept in pragmatics is the observation that amiees perform actions,
generally known as ‘speech acts’.

*k%

From: Grice P. «Logic and conversation» in P. Caled J.L. Morgan (eds.):
Syntax and Semantics Volume 3: Speech Acts. Acadeess, 1975. — p. 48.

Cooperation and Implicature

| would like to be able to think of the standargheyof conversational
practice not merely as something that all or masiNl FACT follow but as
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something that it is REASONABLE for us to followhat we SHOULD NOT
abandon. For a time, | was attracted by the idaadhservance of the CP [co-
operative principle] and the maxims, in a talk exupe, could be thought of as a
guasi-contractual matter, with parallels outside thalm of discourse. If you
pass by when | am struggling with my stranded tarp doubt have some
degree of expectation that you will offer help, bate you join me in tinkering
under the hood, my expectations become strongetaikedmore specific forms
(in the absence of indications that you are mesalyncompetent meddler); and
talk exchanges seemed to me to exhibit, charatitadiyg, certain features that
jointly distinguish cooperative transactions:

1. The participants have some common immediate lgtm,getting a car
mended; their ultimate aims may, of course, bepaddent and even in conflict
— each may want to get the car mended in orderite off, leaving the other
stranded. In characteristic talk exchanges, treesedcommon aim even if, as in
an over-the-wall chat, it is a second order onepeig that each party should,
for the time being, identify himself with the traiosy conversational interests of
the other.

2. The contributions of the participants should doetailed, mutually
dependent.

3. There is some sort of understanding (which begxplicit but which is
often tacit) that, other things being equal, thensaction should continue in
appropriate style unless both parties are agred¢hhtat should terminate. You
do not just shove off or start doing something.else

But while some such quasi-contractual basis asrttag apply to some
cases, there are too many types of exchange, ligeejling and letter writing,
that it fails to fit comfortably.

Discussion Question/Professional Development Adtes

1. Can you spell out why ‘quarreling and letter timg’ do not fit
comfortably with the conditions presented here?

2. What would you call the three features' lidtede if you were to make
them into maxims for cooperative transactions?

3. Grice emphasizes the word ‘reasonable’ as herides his consideration
of the cooperative principle and his maxims asral lof contract. Would the
cooperative principle, the maxims, and the thre¢uies listed here be treated as
‘reasonable’ in all societies and cultures?

*k%

From: Morgan J.L. «Two types of convention in iegdirspeeclacts» in P. Cole
(ed.): Syntax and Semantics Volume 9: Pragmaticadémic Press, 1978. —
P. 277 — 278.
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Just above | presented cases involving particulqgressions and the
conventionalization of their use for certain imphgres, as in the case Iif
you’'ve seen one, you've seen themaalthe original exampléZan you pass the
salt?| said in the latter case that it had become a eotman of usage to use this
expression, with its literal meaning, to conveyiaplicature of request. The
guestion now arises, can there be this kind of enhenalization of rules of
conversation? | think there can. For example, mae or less conventional to
challenge the wisdom of suggested course of attyoguestioning the mental
health of the suggestor, by ANY appropriate lingaimeans, as in:

13. Are you crazy

14. Have you lost your mird
15. Are you out of your gouft

and so on. Most Americans have two or three stogkessions usable as
answers to obvious questions, as in:

16. Is the Pope Catholiz
17. Do bagels wear bikini

But for some speakers the convention does not fgpeciparticular
expression, and new ones are manufactured as teeyeaded. It seems that
here a schema for implicature has been convenizatal Answer an obvious
yes/no question by replying with another questitrose answer is very obvious
and the same as the answer you intend to convey.

In a similar way, most speakers have a small nurabekpressions usable
as replies to assertions, with the implicature that assertion is transparently
false-(42), for example:

18. Yes, and Fm Marie the Queen of Romania

But again, for some speakers the convention spscifinly a general
strategy, rather than a particular expression: ®ovey that an assertion is
transparently false, reply with another assertienamore transparently false.

Discussion Questions/Professional Development Attg

1. Do you know any other ‘stock expressions’ farsh types of occasions
(request, challenge, answer to obvious questia@y rto a false assertion)?
How would you explain (to someone learning Engasha foreign language for
example) how to work out the communicated meamiagnfthe literal meaning?

2. The author uses the term ‘convention’ in talkagout the kinds of
implicatures involved here. Do you think that theamples presented here can
be analyzed in terms of conventional implicatures?

3. What do you think about the idea that an implicamay begin by being
based on inference, but can become so conventzedainat no one has to make
the inference any more? Is that the same processeasse in interpreting
idioms?
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VIIl. Test yourself
1. The same or different?

1) conventional implicature — conversational imalige
2) natural meaning — non-natural meaning — meanimg-
3) relevant — topical

4) prolix — perspicuous

2. False or true?

1. The maxim of Quality helps to make our contfidou truly expressive
and remarkable.

2. The maxim of Quantity helps us to limit our metation of information
so as our contribution might be informative, aseiguired for current purposes
of the interaction.

3. The maxim of Manner makes us be brief.

4. Conversational implicatures are largely based tlb@ co-operative
principle.
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UNIT 7: WRITTEN LANGUAGE

[. Outline

. Grammatical and lexical items.

. Density as the criterion of difference betweeitten and spoken language.
. Comparing written and oral language.

. Relative frequency.

. Clause as an elastic body.

. Clause complex and its role.

. Nouns and nominality.

. The structure of the nominal group.

. The structure of the clause.

OCoO~NOOITDEWNPE

ll. Objectives
After you have completed the unit you should beatd

— understand different kinds of complexity;

— internalize the significance of lexical densiyio;

— comprehend the importance of relative frequenicgre lexical item
to another;

— outline what a clause is and explain its sig@aifice in the structure of
a language;

— expound on what a clause complex is;

— pick out your own fragments of written languageving the importance
of lexical density in a clause;

— account of nouns and nominality;

— interpret written texts from the perspectiveslenfsity, relative frequency
and nominality.

lll. Key words: content/function word, lexical/grammatical itempstd/open
system, preposition, conjunction, adverb, determifiaite verb, proportion,
density, sparse, complexity, intricacy, continudreguency, relative, clause,
clause complex, nominality.

I\VV. The Complexity of Written Language

Consider the following fragments:

A. The Arlington Reader is organized into ten themglti@pters on general interest topics.
(Bloom L.Z., Smith L.Z. The Arlington Reader. N.\Bedford / St. Martins, 2003, p. viii).

B. The continuing emission of greenhouse gases wotddtec protracted crop-
destroying droughts in continental interio(8loom L.Z., Smith L.Z. op.cit, p. xvi).

C. T'ocyoapcmeo npunumaem yyacmue 6 Gopmuposaruu 00x0008 0100HCemo8 MeCmHO2O
camoynpagienus, QUHAHco80 nooddepicusaem MecmHoe camoynpasnenue. Pacxoowr opeanos
MECHHO20 CaMOYNpaGIeHusl, BO3HUKUIUE BCIe0CMEUe OpP2aHO8 20CYOapCMBEHHOU  GIACMU,
Komnencupyromest 2ocyoapemesom (3eMenbHbIN KojieKe YKpauHbl. XapbkoB: Omaucceit, 1998.c. 5).
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Fragment A consists of 13 words, 4 of them are gratital, 9 are lexical.
Fragment B is made of 15 words. Of these, 11 atiedkitems (content words)
and 4 are grammatical items (function words).

Grammatical items are those that function in closgdtems in the
language: in English, determiners, pronouns, meospgsitions, conjunctions,
some classes of adverb, and finite verbs. (Detersimclude the articles.) In
example A, the grammatical words #ne, is, into, on.

In other words, there are twice as many lexical dsoas there are
grammatical words. Compare this with the below nagt, taken from oral

conversation:
The only real accident that I've ever had was mdad ice.

Countingl’'ve as one word, this has 13 words; of théise, only, that, I've,
ever, had, was, inand and are grammatical items; the lexical items ezal,
accident, fog,and ice. Here the proportions are reversed: twice as many
grammatical as lexical.

This is a characteristic difference between spoked written language.
Written language displays a much higher ratio a&fck items to total running
words. This is not just a consequence of the st:bpadter.

Here is a ‘translation’ of fragment B into a spokKemm. This is how the
written statement was presented by its author véienwas speaking at one of
the environment meetings.

Figures in brackets show the numbers of lexicalghgl grammatical (G)

words.
If we keep emitting green house gases then of edtrsould create droughts,
most disastrous droughts, very long droughts wlach sure to destroy all
crops in our continental interiorgeah(L.: 13; G.: 17).

Below are some more examples to illustrate writmd spoken
correspondencies (Table .1

We can explain the significance of this distinctias follows. The
difference between written and spoken languagenés af density the density
with which the information is presented. Relativeeaich other, written language
Is dense, spoken language is sparse.

A number of factors contribute to this density;ist a fairly complex
phenomenon, as we would discover if we tried tongbait in an exactway.
But it is mainly the product of a small number @riables, andhese we can
observe without a complicated battery of measurésnen

One caution should be given. By expressing thendisbn in this way, we
have already ‘loaded’ it semantically. To say thaitten language is ‘more
dense’ is to suggest that, if we start from spdkeguage, then written language
will be shown to be more complex.
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Table 7.1

Lexical and grammatical words frequency in writterd oral statements

A. Investment in a rail facility implies long-
term commitment. (L:7; G:3)

The growth of attachment between infant and
mother signals the first step in the
development of a child’'s capacity to
discriminate amongst people. (L:12; G:11)

Business community lunchers relax in this
dappled midcity sanctuary while saving
something for the resident seagulls. (L:10;
G:6)

She said such an exercise had the potential

for intrusions by the government into
the legitimate privacy of non-government
schools. (L:10; G.10)

Some migrants acted upon encouraging
advice from relatives and friends who had
preceded them to the colonies. (L:8; G:9)

B. Slavish imitation of models is nowhere
implied. (L:4; G:3)

C. A grey-faced Dr Coffin unlocked the
door. (L:6; G:2)

If you invest in a rail facility, this implies
that you are going to be committed for a
long term. (L:7; G:13)

When an infant and its mother start to grow
attached to each other, this is a sign that
the child is beginning to discriminate
amongst people, (L:10; G:16)

Members of the business community relax
while they lunch in this dappled sanctuary
in the middle of the city, and save
something for the seagulls who live there.
(L:12; G:16)

She said if that was done it would make it
possible for the government to intrude into
non-governmental schools, which had a
right to their own privacy. (L:10; G:17)

Some people migrated because they were
encouraged by the advice they got from

their relatives and friends who had gone to

the colonies before them. (L:9; G:16)

It is not implied anywhere that there
are models which should be slavishly
imitated. (L:4; G:10)

Dr Coffin unlocked the door, and as he did
so his face was grey. (L:5; G:9)

We could have looked at the same phenomenon frenotiher end. We
could have said that the difference between spdkeguage and written
language is one of intricacy, the intricacy with igfh the information is
organised. Spoken language is more intricate thiéten:

In the next chapter, we shall look into the phenoomeof intricacy — which
Is in fact a related phenomenon, but seen fromofiposite perspective. From
that point of view, it will appear that spoken laage is more complex than
written. The conclusion will be that each is compie its own way. Written
language displays one kind of complexity, spokergleage another. Our aim
will be to make clear what these are.

After considering both kinds of complexity, we dhtay to account for
them under a single generalisation. This will rel&d the concept of lexico-
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grammar: the level of ‘wording’ in language. One ywaf expressing the
matter — rather oversimplified, but it providesarger in the right direction
— that the complexity of written language is lexXjcahile that of spoken
language is grammatical.

What we are examining now, therefore, with the orotof ‘density’, is a
kind of complexity that arises in the deploymentvairds.

Lexical Density

The distinction we have to recognise at this p@irdne we have referred to
already: that between lexical items and grammaiiesths. Lexical items are
often called ‘content words’. Technically, they arems (i.e. constituents of
variable length) rather than words in the usuaksgbecause they may consist
of more than one word: for examplgtand up, take over, call ofdnd other
phrasal verbs all function as single lexical iteffisey arelexical because they
function in lexical sets not grammatical systenhsit is to say, they enter into
open not closed contrasts.

A grammatical item enters into a closed system.dxample, the personal
pronounhim contrasts on one dimension witle, his;on another dimension
with me, you, her, it, us, them, orayt that is all. There are no more items in
these classes and we cannot add any. With a lexéral however, we cannot
close off its class membership; it enters into pernoset, which is indefinitely
extendable. So the wordoor is in contrast withgate and screen;also with
window, wall, floorand ceiling; with knob, handle, panegndsill; with room,
house, hall;with entrance, opening, portal there is no way of closing off the
sets of items that it is related to, and new itears always come into the picture.

As you would expect, there is a continuum fromderto grammar: while
many items in a language are clearly of one kintherother, there are always
likely to be intermediate cases. In English, prémos and certain classes of
adverb (for example, modadverbs likealways, perhaps)are on this
borderline. For purposes of comparing spoken anittemr English it does
not matter exactly where we draw the line provieeddo it consistently.

Like many other features of language, the distomcis quite clear in our
unconscious understanding (which is never troubletorderline cases, unlike
our conscious mind). Children are clearly well asvaf it — one of the
developmental strategies used by many childrencémstructing sentences in
the mother tongue is to leave out all grammatieahs; and some children re-
use this strategy when first learning to write (Stackay et al. 1998).

We have already pointed out that the distinctioendodied in our spelling
system, since grammatical items may have only anéwo letters in them,
whereas lexical items require a minimum of threeo@ng incidentally that
prepositions, at least the common ones, belongh& ‘grammatical’ class,
because of words likat, in, to, onwhich otherwise would have to be speit,
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inn, too, onn).And there are some ‘special languages’ around thré&dwhat are

based entirely on this distinction, since they nexjall lexical items to be altered
while all grammatical ones remain unchanged — kan®le the mother-in-law
language in Dyirbal, North Queensland (see Dixo80)9So it is not surprising
that the distinction is fundamental to the differerbetween speech and writing.

In principle a grammatical item has no place inieti@hary. But our
tradition of dictionary-making is to include all vas, grammatical as well as
lexical; so the dictionary solemnly entéine andit, even though it has nothing to
say about them — nothing, that is, that falls witthe scope of lexicology.
A more consistent practice is that Rbget’s Thesaurusyhich does leave
out most of the grammatical words; those that ackuded are there because
Roget treats them lexically, for example lining mg with personality, ego,
spirit (and not withyouandus).

As a first approximation to a measure of lexicahgiy, therefore, we can
draw the distinction between lexical and grammétieans, simplifying it by
treating eachword (in the sense of what is treated as a word in théngy
system, being written with a space on either s@e)the relevant item, and
counting the ratio of lexical to grammatical wordfge then express this as a
proportion of the total number of running words.thiere are 12 lexical and
8 grammatical items, this gives the proportion efi¢al items to the total as
12 out of 20, which we show as a lexical density66f per cent, or 0.6.
In general, the more ‘written’ the language beirsgdy the higher will be the
proportion of lexical words to the total numberohning words in the text.

Frequency

The next thing to take account of is probabilitynother aspect of the
distinction between lexical and grammatical wordthat grammatical items tend to
be considerably more frequent in occurrence. Aofishe most frequently occurring
words in the English language will always be hedmedrammatical items likihe
andandandit. Lexical items are repeated much less often.

This in itself is entirely predictable, and of n@at significance to the present
point. What is significant is the relative frequgi one lexical item to another.

We have been assuming a simple measure in whidaxadhl items count
the same. But the actual effect that we are respgni is one in which the
relative frequency of the item plays a significpatt. The relative frequency of
grammatical items can be ignored, since all of tHathinto the relatively
frequent bracket. But the relative frequency ofidaekitems is an important
factor in the situation.

The vocabulary of every language includes a nunabdrighly frequent
words, often general terms for large classes ompimena. Examples from
English arething, people, way, do, make, get, have, go, gowdy.These are
lexical items, but on the borderline of grammagettoften perform functions
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that are really grammatical — for exampghlang as a general noun (almost
a pronoun) as ithat's a thing | could well do without; males a general verb,
as inyou make me tired, it makes no differenideey therefore contribute very
little to the lexical density.

By contrast, a lexical item of rather low frequenty the language
contributes a great deal. Clearly there is a dfiee between the following
examples in the feeling of density that they go@npare

* the mechanism of sex determination varies in diffeorganismsvith
* the way the sex is decided differs with differeaatures
or

. different creatures have their sex decided in ckfie ways

The proportion of lexical items is about the samali three; but the last two
‘feel’ less dense because they include very fregtems such asaveandway.

Another factor that operates here is that thetVastexamples incorporate a
repetition, the itendiffer/different.Repetition also reduces the effect of density —
since even if a word is intrinsically rare, its ooence sets up the expectation
that it will occur again. Note that normally allettmembers of a morphological
paradigm are the same lexical item: for exampiéfer, differed, different,
difference, differinggdifferentlyare all instances of the one lexical item (but
not differential in differential equation)This is another difference between
‘lexical item’ and ‘word’.

For a systematic, formal investigation of lexicandity in texts we
should have to adopt some weighting whereby lexitams of lower
frequency ‘scored’ more highly than common ones.rdAfcequency lists
have been available for some time, and there anelame bodies of written
and spoken text in machine-readable form in varmlases from which such
information can readily be obtained.

But for immediate practical purposes, either atidal items can be treated
alike — this will still show up the difference be®n spoken and written texts — or a
list can be drawn up of high-frequency lexical #etm be given half of the value of
the others. This is equivalent to recognising thcagegories rather than two:
grammatical items, high-frequency lexical itemg Enw-frequency lexical items.

A more Revealing Measure of Lexical Density

So far we have assumed that the feature of lexieasity was just some-
thing to do with words. The measurements we hawggested have been
concerned with the pattern of distribution of woaddifferent kinds in spoken
and written texts. We started with a classificatioh all words into two
categories — grammatical and lexical — and envsdige possibility of refining
this by taking into account the frequency of a waordthe language (i.e. its
unconditioned probability of occurrence at any poi either crudely, but
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enough to allow for the much greater effect of liseguency lexical items, or
more delicately by building in a differential syst®f weightings for all.

However far we took such refinements, we shoultllsti measuring words
against words. But this is rather one-sided, bexatisuggests that spoken
language is simply to be characterised by a negédiature, the relative absence
of (or low level of) density of information. Is tteeany way of reinterpreting this
notion so that it tells us something positive alspdken language as well?

Let us examine the notion of density further. lsha do, as already
suggested, with how closely packed the informatisn This is why the
probability of the item is important: a word of loprobability carries more
information. But words are not packed inside otherds; they are packaged in
larger grammatical units — sentences, and theirpooent parts. It is this
packaging into larger grammatical structures tmaally determines the
informational density of a passage of text.

Which is the most relevant of these larger strest2iiThere is one that clearly
stands out as the unit where meanings are orgaamseavrapped up together, and
that is theclause.The clause is the grammatical unit in which semaanstructs of
different kinds are brought together and integrattala whole.

This always appears a difficult notion at firstchase of the inconsistency
with which the terms ‘clause’ and ‘sentence’ aredus traditional grammars.
But in fact it is not excessively complicated. I&wake as our starting point the
observation that a so-called ‘simple sentence'ssrdenceonsisting of one clause
then much of the difficulty disappears. What iglittanally known as a ‘compound
sentence’ will still consist of two or more clausaad each of them potentially
carries the same load of information as the siciglese of a ‘simple sentence’.

Eventually we shall discard the term ‘sentence’nfrahe grammar
altogether; it can then be used unambiguously feer te a unit of thewriting
system —that which extends from a capital letter followiadull stop up to the
next full stop. In place of ‘sentence’ in the graamnwe shall useclause
complex because that will allow us to refer both to writtand to spoken
language in a way that makes the two comparable. cAfenot identify a
‘sentence’ in the spoken language; or rather, we identify a sentence in
spoken language only by defining it as a clauseptexn And since the notion
of a ‘complex’ can be formally defined, and yielast only clause complexes
but also phrase complexes, group complexes, and womplexes, it seems
simpler to adopt this term throughout.

The clause complex is, in fact, what the sentemcev(iting) comes from.
The unit that was intuitively recognised by our estors when they first
introduced the ‘stop’ as a punctuation mark wasdlaese complex; that is, a
sequence of clauses all structurally linked.
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For our notation, we will use three vertical streke mark a sentence
boundary (still using the term ‘sentence’ pro tdmt gradually phasing it out),
and two vertical strokes to mark a clause bound&ary example:

||| The basic ‘stuff’ of living organisms is protoplasjiiThere is no set composition of
this ||and it varies between one individual and the nigjxt.

The clause is the gateway from the semantics tgridweamar. It provides a
more powerful and more relevant organising condeptmeasuring lexical
density, and, more generally, for enabling us giwa the special properties of
both spoken and written language. Instead of cogntine number of lexical
items as a ratio of the total number of runningdgomwe will count the number
of lexical items as a ratio of the total numberczusesLEXICAL DENSITY will
be measured as the number of lexical items peselau

Keeping to the simplest classification (each wardither a lexical item or a
grammatical item), the three clauses in the abexedontain, respectively, five
(basic, stuff, living, organisms, protoplasntiyo (set, composition)and two
(varies, individual)lexical items; a total of nine, giving an averadd¢hoee per
clause. We will therefore say that this text hasean lexical density of 3.0.

The Clause

What we are measuring, then, for any text, spokemritten, is the average
amount of lexical information per clause. No acdoueed be taken, for
purposes of this particular measurement, of the baunand organisation of
clauses in the sentence (clause complex). Butlitbei necessary to identify
explicitly what is a clause.

It is not always easy, however, to recognise whataase is. Again, for
comparative purposes, the main requirement is stam&ly; but since this
category is perhaps the most fundamental categdtyei whole of linguistics, as
well as being critical to thenity of spoken and written language, it is important
to devote a section to the discussion of it.

Precisely because it is so fundamental a categibwy, clause is also
impossible to define; nor is there just one riglayvof describing it. Being so
complex and many-sided, it lends itself to différd@oretical interpretations; there
are very many different kinds of generalisatiort ihdinguist may be interested in,
for different purposes, and the clause is likelyctome out looking somewhat
different in each case. But all interpretations algo have something in common.

The brief outline, given below represents an imegdion that has been
found useful in the general context of educatidimgjuistics. It is a theoretical
interpretation with a strongly pragmatic motive ioehit, derived from two
complementary aspects of experience — that thea@mesdeveloped for the
purpose of being applied, but that unless you agvaltheory you will not have
anything to apply. The principal purposes for whitis interpretation has
been used are text analysis, from natural conviersad literature; the study
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of functional variation (register) in language; darage teaching, including
mother tongue and foreign language; child langudgeelopment; and
artificial intelligence research.

According to this interpretation, the clause isiactional unit with a triple
construction of meaning: it functions simultanegu$) as the representation of
the phenomena of experience, as these are inteptst the members of the
culture; (2) as the expression of speech functtbmugh the categories of
mood and (3) as the bearer of the message, whiohgsnised in the form
of theme plus exposition.

To each of these functions corresponds a structaafiguration, (1) in
terms of a process (action, event, behaviour, rhgntaess, verbal process,
existence, or relation) together with participants the process and
circumstances attendant on it (‘Medium’, Agent, Bemnary, Time, Cause,
etc.); (2) in terms of an element embodying an abggl proposition (Subject
plus Finite) and residual elements (Predicator, flement, and Adjunct); (3) in
terms of a thematic element, given prominence aat\thie message is about,
and a residual element summarised as the ‘Rheinejddition, (4) the clause
provides a reference point for the information aoe in spoken discourse,
closely related to (3) — there is systematic intgrpbetween the Theme —
Rheme organisation of the clause and the Given w BNiganisation of the
information unit (realised as a tone group) (foratle see Halliday 1985, 2000).

An example of the analysis of a clause in thesadas given in Table 7.2.

Table7.2
Analysis of a clause

Why are there more floods in housesin thebasement
transitivity | circumstance | process partipant circumstance

Cause Existential Medium/Existent Location/Spatial
mood Adjunct Finite | Subject| Complement | Adjunct

Resi| Mood due

theme topic Rheme

Theme
information | New | focus
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The ‘systems’ (sets of options that embody the a@®in meaning) that are
expressed through the various functional configonat (1), (2), and (3) above
are, respectively, those DRANSITIVITY, MOOD, and THEME. Let us tabulate the
principal categories that come under the first tafothese headings (see
Table 7.2). (We shall return to the concept of thexha later point.)

A clause, then, can be defined as the locus oftelkdn transitivity, mood,
and theme. This does not imply that all choiceseunidese headings are open to
all clauses; they are not. But every clause emisagbene pattern of selection in
these three functional components of the grammar.

In the developmental perspective, picking up whas weing discussed in
the third chapter, the systems of mood and tramtyitare theevolved reflexes
of the child’s twofold functional demands on langeaMood has evolved out of
the requirement that language should serve as asmelkaction, a way of
exchanging goods-and-services and information. sitigity has evolved out of
the requirement that language should serve as asv@areflection, a way of
learning and knowing about the world. And the ckabss evolved out of the
need to combine the two functions in a single sémart.

Table7.3
Principal categories of transitivity and mood ingksh
System Options Elements of structuy C'?‘SS by Wh'Ch
typically realised
material (action, event) process verbal group
behavioural
mental (perception, Participants (Medium, nominal group
affection, cognition) Agent, Benetl:icia)ry,
o verbal Range, Attribute
transitivity relational (attributive, circumstances adverbial group
identifying) (Extent, Location, or
existential Cause, Manner, prepositional phrase
Accompaniment,
Matter, Role)
declarative Subject; nominal group
yes/no interrogative Complement
mood WH-interrogative Finite verbal group
imperative Predicator
Adjunct adverbial group
or
prepositional phrase

It can be seen that the amount of lexical infororatthat may be

incorporated into a clause is extremely varied.réheay be none at all, in a
clause such d3on’t! or It is. There may be a very great deal, as in
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The most advantageous shell colours are yelloweergareas, pink on leaf
litter, and reds and browns in beach woods with ligdr and numerous

exposures of blackish soil
(C. JarmanEvolution of Life,
Sun Books, Melbourne, 1970, p. 70)

which has nineteen lexical items in it. It is pesty the great flexibility of the
clause in this respect that has made possibleublaten of written forms of
discourse.

The Clause As an Elastic Body

If the clause can accommodate such large quantitiescical information,
it must have considerable elasticity. Let us seerehts flexible points are.
Consider the following clause (from Bertrand Russel ABC of
Relativity,George Allen & Unwin, London, 1969, p. 118):

* In the Newtonian system, bodies under the actionnof forces move
in straight lines with uniform velocity

We need to introduce one more notational conveni@mngle vertical line
separating elements of clause structure:

||in  the Newtonian systerpbodies under the action of no for¢esove|in
straight lineg|with uniform velocity|

1. Out of the ten lexical items, all excelpbdiesand moveoccur in
prepositional phrases. The prepositional phrasey raction (1) as
circumstantial elements in the clause, or (2) astipodifying elements in
the nominal group.

Here the circumstantial phrases ardhe Newtonian syste(tocation),in
straight lines(manner)with uniform velocitf{manner).

The postmodifying phrases aumder the action of no forceand of no
forces.How does this work? (19f no forcess a postmodifier in the nominal
groupthe action of no forcesf which the head noun &ction. (2) under the
action of no forcess postmodifier in the nominal grolgwdies under the action
of no forces,of which bodiesis the head noun. We can represent this
diagrammatically as in Table 7.4.

Table 7.4
Typical structure of postmodifying elements in tifwninal group
bodies under the action of no forces
nominal Head Postmodifier
group
prepositional | preposition | Complement
phrase
nominal group | Head Postmodifier
prepositional preposition Complement
phrase
nominal group | Head
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Table 7.4 shows how the prepositional phrase canramany times in a
single clause: (1) by having a circumstantial fiomctn the clause itself, (2) by
having a postmodifying function inside a nominaligy functioning in the clause.

2. Now let us turn to the nominal group. Likewisenominal group may
function (1) as a participant in the clause, anjl 48 a participant in a
prepositional phrase. In this example we have

(a) bodies under the action of no forces  clause)
(b) the Newtonian system (repmsitional phrase)
the action of no forces !
no forces "
straight lines !
uniform velocity !

In other words, six nominal groups, five of themndtioning inside
prepositional phrases.

There is therefore a recursive principle at workthe clause, such that
nominal groups can function inside prepositionalragks and prepositional
phrases can function inside nominal groups. Suemehts are said to be ‘down-
ranked' or ‘embedded'. This structure can accommaagreat deal of lexical
material.

3. Later in the same paragraph we find
||our apparent imaginative understanding of thesecpssegis | quite fallacioug||

Here there is a nominal growur apparent imaginative understanding of
these processewyhich also contains a prepositional phrase as podfrar of
these processeghich in turn contains a nominal groupese processesn the
same principle as those above.

But this nominal group also has lexical iterbefore the head, in
premodifying function:apparent, imaginativeThese premodifying sequences
can be considerably longer:

the current nineteenth-century analytical proceslure
natural whole wheat biscuits
timber promotion council small diameter timber p#search project

4. Andsome way below that, there is a clause contaifiaghominal group

| a physicist who has assumed the formula for intewdaich is used in the special
theory of relativity]

Here again it is the postmodifying element that tams the lexical,
information: the whole wording is one nominal gronjph headphysicist.The
postmodifier is, as usual, embedded; but here byisa down-rankedalause,
functioning as a defining relative clause beginragvho. This relative clause,
in turn, contains a nominal groupe formula for interval which is used in the
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special theory of relativitythis has headormula and two postmodifying
elements, both embedded — the prepositional plioaseterval and the defining
relative clausewnhich is used in the special theory of relativiiyhich in turn
contains a prepositional phrase with a nominal gtba special theory of relativity
as complement; and this in its turn has both agrd-a post-modifier in it).

Let us now represent all of these using an additi@ymbol to show
embedding: | | for a down-ranked group or phrfse,|| for a down-ranked
clause. The examples in (I)-(4) will appear ascoieB: || in || the Newtonian
system }| bodies [' undery| the action [of | no forces | move | in[straight
lines ]| with | uniform velocity ]||

||n our apparent imaginative understanding [oftliese processes ||| is |
quite fallacious ||

|In he | supposeg & physicist [ who | has assumegthe formula [ for |
interval ]] which | is used | i [the special theory [ of[relativity ] ] 11 1]l

In this instance we have added a smallt the beginning of each
constituent that is a nominal group. This will shaiuich of the lexical items
occur in nominal groups and which occur outsiderthie these three examples
the picture is as follows:

* in nominal groups: Newtonian, system, bodies, actiorces, straight,
lines, uniform, velocity; apparent, imaginative, denstanding, processes,
fallacious; physicist, formula, interval, specihieory, relativity.

* in verbal groups: move; is; supposes, assumed, used

In other words, the overwhelming proportion of ‘tamt’, in the sense of
lexicalised meaning, is carried in the nominal @®u by nouns and their
premodifying nouns and adjectives. In these thfaeses, there are five verbs,
all high-frequency items carrying little lexicalfammation; and two of those
(assume, usa&re in clauses that are themselves embedded innabgnoups.
All the meat of the message is in the nominals.

Nouns and Nominality

It is commonly said of modern English, usually ather disparaging terms,
that it is a ‘highly nominalised’ language — orJesdst, that if the language is not
inherently nominalised, people use it that way.

We have chosen examples from Bertrand Russell becaa do not think
he is someone who would normally be criticisedHaving an over-nominalised
style. Yet in these extracts — which are not umipt+ it is clear that the lexical
meaning is largely carried in the nouns. Is theneraason for this?

Essentially there are two reasons, both to be fomitldin the grammar
of English. One is the structure of the nominal ugrpthe other is the
structure of the clause.
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The Structure of the Nominal Group

The nominal group consists of a Head that may kexqued and/or
followed by modifying elements — premodifiers andstnodifiers. Their
functions can be illustrated as follows (Table 7.5)

Table7.5
Structure of a nominal group
Premodifier Head Postmodifier
AN
/ — "~ ™~ r N
| those two splendid old electric trains  ||with ||standing at

pantographs|| the station]]

I
| Deictic | Numerative| Epithet | Epithep | Classifier | Thing | Qualifier | Qualifier, |

| with |pantographs|| || standing [at thestation] ||

prep. Complement process: Material | circumstance:
Location/Spatial

|pantographs | | at [the station] |
[ Thing | | Prep.| Complement |
[thestation |
|D.| Thing |

In addition to the Head noun, which represents‘Ting’ — the class of
phenomena being referred to — there are otherins;tthose of Classifier and
Epithet, which also contain lexical informationetsubclasgelectric trainsas
opposed tosteamor diesel)and qualities of various kinds (for exampdel),
including those expressing the speaker’s attitide €xample,splendid).All
these are present without embedding; if in addittwe add down-ranked
prepositional phrases and clauses, as Qualifiees, €ach of these opens up the
possibility of further nominal groups, which in tumay contain Epithets, or
Classifiers; and so forth.

Verbal groups, on the other hand, contain onlylerieal element: the verb
itself. Other lexical material may be expressedduerbial groups; but these are
very limited in scope. About the only nominal graapghese clauses that could
have been replaced by an adverbial grougvith) uniform velocitywhere we
might have hadteadily fastput it is not very easy — all the expressions ugual
used in this general sense encode ‘fast’ as a andristeadily’ as an adjective:
(with) uniform velocity, (at) constant speed, @Bteady pacend so on.

Thus there are a lot of things that can only bel sai nominal con-
structions; especially in registers that have touth the world of science and
technology, where things, and the ideas behind them multiplying and
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proliferating all the time. That is to say; theynocanly be said this way the
grammar of modern English. The question whether the grammar had to evolve
this way in order to say them is a fundamentakigbat, regretfully, would require

a whole further treatise to itself. And even thenwould not find the answer.

The Structure of the Clause

As far as the structure of the clause is conceriedle is another source of
pressure towards nominalisation. This has to dd whe category of theme,
which was referred to briefly above.

In addition to its organisation as representatibm @rocess (transitivity)
and as bearer of a speech function (mood), evanyselis also structured as a
message. It consists of two parts: a Theme, whactihe point of departure —
what the message is about; and another elementdhatitutes the body of the
message, known as the Rheme.

In some languages there are special particlesnidicating what is the
Theme. In English, the message structure is expdeby word order: the
Theme comes first.

The Theme itself can be a fairly complex structimat, what concerns us
here is the topical element within it — the porttbat functions in transitivity. In
the examples above, the topical component of theiehis (1)n the Newtonian
system(2) our apparent imaginative understanding of thesepssesand (3)he.

The Theme is an important part of the messagee sinis here that the
speaker announces his intentions: the peg on whielmessage is to hang. In
spoken language it is often a pronoun, most tylyidabr you. But in writing,
with its more strongly ‘third person’ orientatioit, is usually some other
phenomenon; and again this is typically a nomitehent.

It cannot, except in special circumstances, be r@avegroup; so this is
another reason why lexical material tends to b&aguged in nouns. It can be a
prepositional phrase, as in (1) above; but hereyashave already seen, the
content is in the nominal group that is embeddsdaieit. It can be an adverbial
group; but these, as has been observed, havdydifaited semantic scope.

Furthermore, there is a special structure in Ehglieat has evolved as a
means of packaging the message in the desired ticefioren. These are what in
formal grammars are called ‘cleft’ and ‘pseudo-lebnstructions. Consider
the clause (made up for purposes of the discustiernforce of gravity attracts
the planets to the subet us suppose, now, that we want to vary this agess
different ways. There are many possibilities; w# Mustrate two.

1. Suppose we want therce of gravityto be the focus of information, the
New element in the information structure. If we @gayingthis, we could say it as

/I/1 , the / force of gravity at/tracts the / planets to the / sun //
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In writing we cannot do this; instead we assumei@marked information
structure, with the New at the end, and write

. The planets are attracted to the sun by the fofagavity.

This will now be ‘read’ with the focus ogravity. However, we have now
disturbed the thematic structure; insteadhefforce of gravitypeing Theme, the
Theme is novthe planetslf the writer wants to havthe force of gravityoth as
Theme and as New ('this is what I'm talking abowand it's also what | want
you particularly to attend to'), he introduces acsal structural device for
PREDICATINGthe Theme:

. It is the force of gravity that attracts the plasnéb the sun.
This puts the tonic back aravity.

2. Suppose on the other hand that the writer (ealsgr, in this case; here
both will need a resource for the purpose) wantsatee, not justhe planetsas
Theme but the whole dhe planets are attracted to the suhwant to tell you
about planet-to-sun attraction’. The only way olfiaeing this is to package all
of these up together:

. What attracts the planets to the sun is the fofagravity.

This has the effect of making the wholevdiat attracts the planets to the
suninto the Theme, and theDENTIFYING this Theme, by means of the vdyé,
with the force of gravitas Rheme.

Let us set these out with the structural notation:

(@) || it | is | the force of gravity | [[ thatrattts the planets to the sun]] ||
(b) || [[ what attracts the planets to the sun ]| [tiee force of gravity ||

In (b), what attracts the planets to the sisnboth Theme and Subject. In
(a), the Subject is agaih. . . that attracts the planets to the st the Theme
Is the force of gravityThis is what is known as a ‘marked’ Theme: one izt
special prominence precisely because maisthe Subject.

In both these cases, the writer has dependet®mMALISATION to get the
meaning he wants. In other words, even things dmnatnot expressed as nouns
have tobehave like nouns in order to gain their appropriate statush@a
thematic and information structure. This is theoselcof the kinds of pressure
that tend towards nominalised forms of expressnonglish. In order to exploit
the full potential of the language for mapping d@mnsitivity structure — any
configuration of process, participants, and circiamses — on to any desired
message structure (Theme and Rheme, Given and iNeall their possible
combinations), one has to be prepared to expressetnn a nominalised form.
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So the structure of the modern world and the atrecbf the language
combine together to make the written language vthsita language with a high
lexical density, measured in the number (and in&dromal load) of lexical items
per clause, and a strong tendency to encode thisalecontent in a nominal
form: in head nouns, other items (nouns and adjesji in the nominal
group, and nominalised clauses. It is these nonstraictures that give the
clause its enormous elasticity.

This is not to say they are never overused: itviags possible to overdo a
good thing. But it is important, if one is criticalf such tendencies, to
understand how the patterns in question are fumaition the language.

V. Further Reading

From: Johansson S. The Three Major Word Classé®igman Grammar of
Spoken and Written English. L. Longman, 1999. 55R: 57.

The Three Major Word Classes

Words can be broadly grouped into three classesr@iog to their main
functions and their grammatical behaviolexical words, function words and
inserts.

Lexical words. Lexical words are the main carriers of meaning text. In
speech they are generally stressed. They are trastacally the words that remain
in the information-dense language of telegramsuteaotes, headlines, etc.:

Arriving tomorrow(telegram)
Family killed in fire(newspaper headline)

Lexical words are numerous and are members of olzeses. They often
have a complex internal structure, and they cathbéheads of phrases. There
are four classes of lexical words: nouns, verbgchigtes, and adverbs.

Function words. While lexical words are the main building bloakgexts,
function words provide the mortar which binds tlet together. Function words
often have a wide range of meanings and serve tamrmoles: indicating
relationships between lexical words or larger ynats indicating the way Iin
which a lexical word or larger unit is to be intexed.

Function words are members of closed systems. @hegharacteristically
short and lack internal structure. In speech theygenerally unstressed. They
are frequent and tend to occur in any text, whetlea®ccurrence of individual
nouns, verbs, adjectives, and adverbs varies gneattequency and is bound to
the topic of the text. As we shall see later, hosvethere is also a great deal of
variation in the frequency of function words depegdupon the type of text.
The most important differences between functiondsceind lexical words are
summarized in Table 7.6.
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Table7.6
Typical differences between lexical words and fiorctvords

features lexical words function words
frequency low high

head of phrase yes no

length long short

lexical meaning yes no
morphology variable invariable
openness open closed
number large small

stress strong weak

Inserts. Inserts are a relatively newly recognized categuryord. They
do not form an integral part of a syntactic stroefiout are inserted rather freely
in the text. They are often marked off by intonatipauses, or by punctuation
marks of writing/ They characteristically carry einoal and interactional
meanings and are especially frequent in spokes.t&xime examples are:

Hm hm, very good(CONV) Yeah,l will. Bye.(CONW)
Cheersman.(CONV)

Inserts are generally simple in form, though thdétero have a deviant
phonological structure (e.gm, uhhuh, ugh, yeah

Inserts are more marginal than lexical words antction words. It can
indeed be debated whether some of the forms incoawersation passage
should be recognized as words at all. But themeoigoubt that they play an
important role in communication. If we are to déser spoken language
adequately, we need to pay more attention to thamhas traditionally been done.

Traditionally, interejctions are the only type dafsert that has been
described in most grammars. Inspection of the eX@snm our conversation
texts shows, however, that there is a variety omfand that the traditional
term ‘interjection’ (DOCE ‘a phrase, word, or set of sounds used as a sudde
remark usu. expressing feeling’) is inappropriakeept perhaps in the etymological
sense of ‘something thrown in between.’” Hencentwe term ‘insert’.

Discussion Questions/Professional Development Atgg

1. Is it adequate to single out three groups ofde@stablishing inserts as a
special category of words?

2. How would M.A.K. Halliday interpret inserts?

3. Which groups of inserts are definitely open afldw free formation
of new items?
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4. Do freely created inserts really belong to thene group as greetings
and response words?
5. Are inserts regular constituents of written $&xt

VI. Case Study

Select two or three written texts and study theor density of nominal
elements in them. Then present texts:

a) with nominals only
and
b) with the nominals eliminated.

Compare the two variants of texts to decide uporchvbf them can give
more clues as to what the text is about.
What is your density ratio indicative of?

VII. Test Yourself
False or True

1) Lexical items of rather low frequency in thedaage contribute a great
deal to the meaning of the specific text in whiclyt come up.

2) When evaluating density of information, all thmmembers of a
morphological paradigm can be interpreted as theedaxical item.

3) It is wise to recognize three categories of waraher than two: high
frequency items, low frequency items and inserts.

4) Elasticity is one of the basic characteristitthe clause.

5) The Theme is actually the message.
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UNIT 8: INTERPRETING SPOKEN COMMUNICATION

l. Outline

. Traditional account of speech.

. Speech as no less structured entity than writing
. Lexical sparsity in spoken language.

. Representing experience in talk.

. The clause complex in spoken language.

. Longer fragments of speech.

. Two kinds of complexity.

. Transcribing spoken texts.

CO~NO O WN B

lI. Objectives
After you have completed the unit you should beaty

— outline traditional interpretations of spokendaage;

— prove the existence of a specific organizatioany conversation;

— describe lexical sparsity in spoken languageexipthin the reasons for it;

— provide evidence for the claim that experience baveral ways of
showing itself in talking;

— reveal peculiarities of the spoken clause complex

— compare two kinds of complexity: spoken and enitones;

— bring examples of existing transcriptions forresggnting spoken texts.

lll. Key Words and Expressions: dense, code, product, object, process,
dynamic, intricate, complex, sparse, organized, ntea medium, context,
transcription, low in content, unstructured, spurtbe-moment, tentative,
clause complex, hesitations, silences, false stadpetitions, filled pauses,
parenthetic remarks, grammatical reduction.

IV. Spoken Language: Grammatical Intricacy
Speech No Less Structured Than Writing

It is a well known fact nowadays that spoken larggues the primordial
means through which social world is structured radsacted, the identities
of its participants are affirmed or denied and atdtures are transmitted,
renewed and modified.

What properties of spoken language allow it tolizetthat? In the previous
unit we dwell in some detail on writing and writteexts. It is time to return to
the spoken language, and to ask: what does theespakguage do instead? Is it
merely characterised by the absence of certainrfesthat are found in writing,
or has it got particular characteristics of its @wn

There is a tradition of regarding spoken language f@mless and
featureless. Thus for example:
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Spontaneous speech is unlike written text. It dostamany
mistakes, sentences are usually brief and indesdvtiole fabric of
verbal expression is riddled with hesitations arenses. To take a
very simple example: in a seminar which was reabrda articulate
(and well-known) linguist was attempting to say thkowing:

No. I’'m coming back to the judgements questionetierininacy appears
to be rife. I don't think it is if one sorts out igh are counterexamples
to judgement

But what he actually said was:

No I’'m saying I’'m coming back to the judgementsstjoa (267) you know
there appeato (200) ahindeterminacy (1467) appears to be rife.

I don’t think it is (200) if on€267) if one sorts out which are counterexamples
(267) to judgement. | mean observing.

Here, the brief silences (unfilled pauses) havenbmeasured in
milliseconds and marked (these are the numbersacokbts) and all
other types of hesitation or disfluency- falsetstaepetitions, filled
pauses and parenthetic remarks are underlined.thiese hesitations
or disfluencies (both filled and unfilled) which mimate spontaneous
speech and give it its distinctive structure aredifg [1, p. 33].

All this amounts to is that in speech you cannattrdy the
earlier drafts. If we had access to the originahusaript or typescript
of the above author and published that with all tmessingsout,
misspellings, redraftings, and periods of silemuipht measured in
thirtieths of a second, we could say ‘But what lreually wrote
was ...’

Here is another example:

‘Yer saw the Star Trek film, eh? What ya thinkt ¢fién?’

‘Oh, dunno. S'alright | s’pose [shrugs expressiyely. good effects
... yeah ... beaut effects. And they've gatethiegings . . . these
spaceships . . . sort of sailing along . . . angitiusic . . . wow, that
was something. But it wasn't all that . . . [Wawesid disparagingly]
you know ...’

‘Boring?’

‘Yeah ... no ... what | mean is ... well in Starr$\they were

really up against something, weren’t they ... it gou in, didn’t it?
Don’t you reckon? Yeah, but in this film . . . willere’s no one there
when they get there. Too much . . . no, too littigpens ... | dunno
... give me Star Wars'.

Did you notice how formless, tentative and spuths-moment
the sample of speech . . . was? Yet, althouglokdshabby in printed
form, the original conversation would have seemeiiegsensible to
the participants (try reading it aloud). Why? Besmspeech is, by its
nature, usually unstructured, superficial and lowontent [4, p. 4, 5].
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In this case the accompanying discussion is mamigbut there are still
some mistakes along the way. The sample of speashtemtative and spur-of-
the-moment; but it was not formless. Speech istdgature ‘low in content’ —in
the special sense of lexical density as describ&chiapter 7 above; but it is not
‘low in content’ in the general sense of lackindpnmation; and it is certainly
not unstructured and superficial.

The ‘formlessness’ of speech is an artefact otrdaescription; if a written
text is reproduced with all the planning procedsésin, then it too will appear
formless. But even the most sympathetic transomptvill not make spoken
language look good in writing, for an obvious reasih wasn’'t meant to be
written down. In the same way, most written Englisies not sound too good in
speech: try reading the following out loud as ivéds conversation.

THE DICTIONARY OF WORLD LITERATURE: CRITICISM — FORIS
— TECHNIQUE presents a consideration of critics amticism, of literary
schools, movements, forms, and techniques — ingjudiama and the theatre in
eastern and western lands from the earliest timiebterary and critical terms
and ideas: with other material that may providekgemund of understanding to
all who, as creator, critic, or receptor, approadherary or theatrical work. All
the material here included has been written esphed@ this volume. Every
item is the product of planning, consultation, aodsideration both before and
after writing. As far as possible, especially i tlonger articles, the style of
every contributor has been respected. With sontbeofactual items principally
(as in the classical field) the editor has hadd® a freer hand, where a topic was
covered for various periods by different scholarspresented in detail beyond
the proportioned capacity of this volume. The sav@roblems of cuts and
interlinkings have been met with the work as a whial mind, in the effort to
combine accuracy and adequacy of presentatwith due proportion
and scope. Bibliographies indicate furtla@enues of inquiry.

The listing of the contributors’ names is no measof their service. (In
one or two discussions of current topics, the edits inserted reference to the
authors, who had modestly withheld such mentionanivhave been helpful,
beyond any indication of their initials, in the argzation of the material as well
as in its final shaping. Suggestions have come meserously from Fernand
Baldensperger: G.A. Borgese; A.K. Coomaraswamy;idtakHarman; Urban T.
Holmes, Jr.; William S. Knickerbocker; Manuel Kmff; J. Craig La Driere;
Eliseo Vivas. Allardyce Nicoll has been richly resgive with material
concerning the theatre. In addition to contributingrein, William A. Oldfather
has supervised the wide range of the classics.eWWAltReichart has organized

and edited the Germanic field.
(From Preface tdDictionary of World Literature: Criticism, Forms,
Techniqueed. J. T. Shipley, Routledge, London 1945, p.v)
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Representing one through the lens of the otheatiser like judginga
painting by whether or not it makes a good photpigra

One has to think of both written and spoken languisgterms of three
interrelated aspects: the nature of the medium,fuhetions served, and the
formal properties displayed — let us say functimedium, and form (Figure 8.1)

medium

function

form
Fig. 8.1.Interrelated aspects of written and spoken language

The three go together. So the spoken medium, irclwtaxt is a process
(and becomes a product only by translation — béanrgten down’), displays
certain properties of organization, and is appedprio certain functions. It can
be produced very quickly, make rapid adjustmentthenlight of the changing
context, and express subtle nuances of interpdrsoeaning. It tends to be
disvalued in written cultures because it is notghmary means of access to power
and privilege. But before writing ever existed speken language was the vehmie
poetry, oratory, and the sacred; and even in oarawure it has not entirely lost its
rhetorical value. At the very least we appreciaje@d conversationalist.

The spoken language is, in fact, no less structurednd highly
organised than the written. It could not be otherwise, since both are
manifestations of the same system.

Spoken English and written English are both kinfi€nglish, and the
greater part of their patterning is exactly the saBut just as we were able to
identify a feature that is particularly found initsen English, that of high
lexical density, so we can point out a related prop that is especially
characteristic of the spoken language — one thabisimply the absence of
the feature already described.

Spoken English has, in fact, its own kind of comjilg arising out of the
nature of the medium. In order to investigate thes shall have to make one
further exploration into English grammar, up to thaek of what we are calling
thecLAUSE coMPLEX This is what lies behind the sentence as a wriitet) but
it does not depend on the written language, aneelsdeveloped in the speech
of children a long time before they can read oteviThe clause complex plays
an important part in the processes of oral comnatiao.
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Lexical Sparsity In Spoken Language

Let us come back to the notion of lexical denskigre is a comparison
between a sentence from a written text and a pessehbdering ot it in spoken
form:

||| The use of this method of control unquestionaldyldeto safer and faster train
running in the most adverse weather conditidfis

This is a single clause; it contains twelve lexit@ams, so it would have a
lexical density of 12. A typical spoken variant imidpe:

[|| If this method of control is usdfitrains will unquestionably (be able to) run more
safely and faste}| (even) when the weather conditions are most advyfrse

Here the same twelve lexical items are distribudeaong three clauses:
density 4.

The second version was still not very colloquiake aim was to alter the
vocabulary as little as possible. A more naturabkspm version might go
something like the following:

||| You can control the trains this wdyand if you do thaf| you can be quite suri¢that

the”ll be able to run more safely and more quidkthan they would otherwigg [|[no matter
how bad the weather g&i$

Here the lexical items ae®ontrol, trains, way(notdo, which is a proverb here.)
sure, run, safely, quickly, had, weather, ga¢s1 altogether, including some
very common ones. The number of clauses has n@n tefive (not counting
the embedded one); so the figure for lexical dgnsitdown to 2.

But notice how this effect has been achieved. las by any significant
change in the total number of lexical items. We éenabandoned one or two
unnecessary onekeéds to, conditionsgnd replaced one or two othersdthod
by way, adverseby bad); but by and large the vocabulary has remained the
same. What has changed is the grammar.

Let us check this by taking a text in spoken Ernglsid ‘translating’
it into writing:

||| Or they could be in an aeroplargand there was a great electrical stothand they

were blown off coursd and the electricity made all the radio go degdo there were no
radio soundg|and nobody could hear thejf

Six clauses with thirteen lexical items; lexicahdrty just over 2. Here is a
possible ‘translation:

|||Alternatively they might be in an aeroplaevhich was blown off course by a violent
electrical-storm || the electricity silenced the radifjso that they could no longer be hedj{d

Twelve lexical items distributed over four clausegnsity 3. Taking a
further step in the ‘written’ direction:
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||| As a possible alternative, the aeroplghim which they were travellingj might have
been deflected from its course by a violent eleakristorm) || which disrupted radio
communicatiorj|and prevented them from being audifjje

Thirteen lexical items, three clauses — again, tomgitthe embedded one;
density just over 4. (Embedded clauses are notteduseparately, since they
function inside another clause — if they were cedntthen the lexical items
inside them would have to be counted twice, as theyld be occurringpoth
within the embedded claus@&d within the outer clause.)

We shall not continue with the counting — the fegithemselves are of no
great significance: they are necessary simply tabésh the point. On the basis of
various samples it is found that a typical avetagieal density for spoken English
iIs between 1.5 and 2, whereas the figure for writkenglish settles down
somewhere between 3 and 6, depending on the Ié¥efroality in the writing.
Obviously, the figures themselves will vary consaddy according to the
theoretical basis of the analysis — criteria fotidieg what is a lexical item, and
criteria for deciding what is a clause, as welwdsether to count only ranking
clauses or to include embedded ones. But provideatenver criteria are adopted
are applied consistently, the lexical density aftem language is likely to be of the
order of twice as high as that for speech; anditeepancy will be greater if other
factors such as the relative probability of lexitains are taken into account.

In the next section we shall examine what it ig thiges this low lexical
density to spoken English.

Representing Experience In Talk

If we compare pairs of wordings that are paraplwragesach other, one
typical of writing, the other typical of speeche wind regular patterns such as
the following:

Written Spoken
Every previous visit had left me with Wheneitvisited there before,
a sense of the futility of further action I'd ended up feeling that it would be
on my part. futile if I tried to do anything more.
Violence changed the face of once The cities in Switzerland had once
peaceful Swiss cities. been peaceful, but they changed

when people becainkent.

Improvements in technology have Because the technology has improved
reduced the risks and high costs it's less risky than it used to be when
associated with  simultaneous you install them at the same time,
installation. and it doesn’t cost so much either.
Opinion in the colony greeted the The people in the colony rejoiced
promised change with enthusiasm. when it was promised that things

would change irsthiay.
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The basis of the distinction is this. Written laage represents phenomena
as products. Spoken language represents phenomena as processkshis
corresponds to the difference between written ao#ten discourse.

Each code represents reality as being like itgelpiece of writing is an
object; so what is represented by written languagdso given the form of an
object. Hencevisit, sense, futility, action, violence, improvense costs,
installation, opinion, change, enthusiasne all nouns.

But when you talk, you are doing; so when you repné by talking you
say that something happened or something was déercehad visited, had
ended up feeling, tried to do, had been, has ingdpwnstall, doesn't cost,
rejoiced, changare all verbs.

We can express the same thing from the point @f viethe reader or listener.
When you read, the text is presented to you sycaiiyti it exists, spread out on the
page. So you arc predisposed to take a synopticafigvhat it means. Behind it is a
tableau — like the pictures from which writing anigjly evolved. When you listen,
the text is presented to you dynamically: it hagpeas waves travel through the air.
So you are predisposed to take a dynamic view aft whmeans. Behind it, things
are happening — the visual analogue is a filmargainting.

With modern technology, the distinction is beingroéd. We have tape
repeaters and transcribing machines that enabte listen to small chunks
of speech, say two to five seconds of it, over awdr again, so that it
becomes just another kind tifing. And on the other hand, with computers,
much of our reading matter is now fed to us infibven of moving text, line
following line up the screen with only two or thridees visible at a time: here
written text has turned into a process.

So the period of our semiotic history which begathwhe invention of
printing in the Tang dynasty in China, and reackedope just in time for the
Renaissance, a period in which speech and writexg \wushed very far apart by
the application of technology to writing, may no& toming to an end. At least
one of the factors that has led to the differeneevben spoken and written
language, the effect of the medium on the mesdageatk back to McLuhan’s
formulation in the 1960s), may now be disappearimd;that the medium will
cease to have an effect, but that in both casesth-dpeech and writing — the
nature of the medium itself has begun to change.

This is not, of course, the only factor involveldette are also differences
between what tends to be written about and whalstéa be spoken about,
reflecting the different functions of speech andgting in our culture. But these
are changing too. And just as in the past, when demands are made on
language so the language changes in responseny dsein the centuries after
the age of Chaucer in English, now that once aganare making language
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work for us in ways it never had to do before, iil Wwave to become a different
language in order to cope. Exactly how this wilppan — and whether we need
to intervene with some language planning in ordendlp it to happen — is one
of the fascinating problems confronting linguistioday.

The Clause Complex In Spoken Language

Meanwhile we need to investigate the consequercespoken language,
of the fact that it interprets experience for ugha way it does: not as ‘action’
and ‘event’ but as ‘is doing’ and ‘is happening’.

To refer to an object takes a noun; but to say $batething is happening
takes more than a verb — it takes a clause. Thesdrate reason for this lies in
the grammar: verbs do not occur by themselves péxedhe kind of clause that
Is used to demand goods-and-services, wateh!is interpreted as 'you do it
now'. In other speech functions, a process in Bhgtequires a battery of
accompanying features: various associated partitsp&oer’, ‘done to’, ‘done
for’, and so on; @OLARITY — ‘it is happening’, or else ‘it isn’'t happening’, or
some intermediate stage (known NGDALITY) ‘it may be happening’; and a
time base. Of course, these features can be addeddun; but it still remains a
nominal group — whereas when they are added tola Ndecomes a clause:

(an) approach: (to) approach:
their approach to the government they approadhedyovernment
for possible future assistance. to ask if theyhtbe able to help them.

As this example shows, the ‘process’ form of exgi@s may need not just
one clause to match an equivalent ‘product’ fotnmay need two or more. The
examples in Chapter 7 above illustrated the sarm#.po

But a sequence of such clauses cannot simply beagstiogether. If the
matter is being represented as a complex phenomenais a set of interrelated
phenomena, then the relationship has also to heghtaut. This is the function
of the clause complex.

A clause complex is the grammar’s way of showingtltht and (2)how
the processes going together in a sequence arelatibd to each other. There
are essentially two ways of doing this:

1. They can be treated as equal, none being depemte any other
(PARATAXIS)

2. They can be treated as unequal, one being depermh another
(HYPOTAXIS).

These two possibilities arise between any paiet#dted clauses. Examples
of parataxis are (Table 8.1):
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Table 8.1

Parataxis

Clause 1 Clause 2
It's less risky and/or/but/so it costs less.
It's quite safe: There’s no danger.
Thomas said. ‘There’s no danger’.

Examples of hypotaxis are:

Clausea Clausef
They approached the
government instead of fending for themselves.
They approached the
government who rejected their appeal.
They approached the
government asking/(in order) to ask for a loan.
They said they would approach the

government.

Clausef Clausea
Instead of fending for
themselves. they approached the government
Because they needed a loan they approached the government
They would approach the they said.
government.

It will be seen that parataxis and hypotaxis digead to the traditional notions
of co-ordination and subordination. But the tradiéil categories are rather
differently defined, so it would be misleading geuhese terms. Parataxis includes:

1. (a) ‘and/or’-type complexes (traditionally ‘codinate’)
(b) ‘i.e./e.g.’-type complexes (traditionalykind of apposition)
(c) ‘then/so/but’-type complexes

2. direct (quoted) speech complexes.
Hypotaxis includes:

1. (a) ‘besides/instead of’ - type complexes
(b) ‘non-defining relative’ complexes
(c) ‘when/because/if’ - type complexes

2. indirect (reported) speech complexes

The dependent clause (markedBas the notation) may be finite or non-
finite (whereas non-finite clauses are not recaghis traditional grammar). On
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the other hand, hypotaxis does not include embeddvhich is a very different
kind of phenomenon. In the following examples:

1. Have you seen my husband, who came ith we?

2. Have you seen the man who came in with me?

(hypotaxis)
(embedding)

(1) is aclause complexconsisting of two clauses, structur@. It will be
spoken on two tone groups (possibly with a sileat bbetween); and it is possible to
respond to either clause — the listener could felyhe?as well a3 haven't.

(2) is a singleelause it happens to have another one embedded insite it
will be spoken on one tone group; and it is notsgme to respond to the
embedded clause — it does not make sense toDaplye?

Combining clause and tone group notation we getat@ving:
1. |[|//2 have you / seen migusband|| who //2came in Mvith

me |||/

2. ||I12 have you / seen the / man || who / camevith/me || |||/

In mathematical terms, the hypotactic relation is ohéeration, whereas
embedding is one of recursion.
Parataxis and hypotaxis are relations between phidauses. A typical
clause complex will combine both, for example:

Table 8.2

Typical Clause complex examples

[||Swiss cities had | ||but they changed || | when people |||

but once been became violent.

peaceful

1 20 26

{1 2(a B)}

|||because the || it's less risky when you || and it doesn't ||
technology has install them cost so much
improved either

B ala alp a2

[B a{f(a B) 2}]

Such sequences can be represented by bracketingy oepeating the
symbols. If the structure is written out in a litkg ‘concatenation’ symbol
(a circumflex) can be used to mark off each synaoohplex:

Bata’ala’a2

Some Longer Passages of Speech

Let us now consider some longer sequences. Herthr@e passages taken
from spontaneous speech by different people talkimgut their experiences of
breeding and showing dogs:
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A. How it actually started was that both my wife angself were working — she was a
secretary at the particular time. | was with a caroial company, commercially
travelling; and we liked the Basenji as a breedlog. but we felt we weren’t in a
position to own one at the time because we werenouhal working days and things
like this, and at that particular time we wereniyiin a big home unit but it wasn’'t what
you'd call suitable for a dog. and it was virtualshen we got into our own first
business, which was contract cleaning, that wedaecithat we were in a position
timewise to look alter one.

B. And | had to wait. | had to wait till it was boand till it got to about eight or ten

weeks of age, then | bought my first dachs-hunlaak-and-tan bitch puppy — as they
told me | should have bought a bitch puppy to stéirtwith, because if she wasn't a
hundred per cent good | could choose a top chamgognto mate her to and then
produce something that was good, which would bayrown kennel prefix.

C. So we rang up the breeder, and she sort of toie$cribe the dog to us, which was
very hard to do over the phone, so we went ovéraie a look to sec what they were
like, and we bought Sheba, because at that stagevB® away a lot on .semi-trailers with

the army and it used to get quite bad with theases — you'd have prowlers and perverts
through the married quarters, so if we — you knogot-a dog. which we could do because
it didn’t matter what sort of dog anyone had, batk and they wouldn’t bother us.

The structure of the last of these was as follows:

Table8.3

Extract 3 Structure
so we rang up the breeder 1
and she tried to describe the dog to us 2a
which was very hard to do over the phone 26
SO we went over 3a
to have a look 36
to see ya
what they were like 3yB
and we bought Shebata
because at that stage Bob was away a lot withrthg a 431
and it used to get quite bad with the exercis¢®1
you’d have prowlers through the married quarters | 4822
so if we got a dog 4B3Ba
which we could dqg 483BBa
because it didn’t matter what sort of dog anyore ha | 483668
it'd bark 4B3a1
and they wouldn’t bother us 4302

To show that discourse of this kind is not spetnatlog fanciers here are
three other extracts: one from a mother helping Hdaughter with her

homework, one from an academic, and one from a egéd 6; 4:

D. The more tests you do, and the more different wlagssquestions arc put to you, the
more you’re going to understand what the questasesabout. So what you're doing is
sort of having a big bath of scientific languaged #he more times you get into the bath
the better you swim. And these kinds of tests aadly good, because at school the
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teacher knows what she’s taught you, and she knimswords she’'s used and
everything else: these tests are sort of genedals® there’s no way they can know
exactly what you've learnt, but they know approxishawhat you should be learning about,
so they ask you questions to test how much ofrifeennation has gone into your brain and
been assimilated so that you can reproduce itietrequestion is slightly different.

E. The one comment I'd have has to do with her ngitihis up. The dissertation was
written within the frame ‘these are the extant tiexy let's use these to derive
hypotheses and get some data and cast them atgantfteories’, and that’s fine, but
it's also a limit, because it leads her for examqueto ask such questions as the kind of
thing | was pushing her on a little bit, what ati@ive meanings might be given to the
class variable other than the socialization — itrige that in this literature the class
variable is interpreted as a socialization variabl& that's not necessarily the case if
you start from the more general question of howwarexplain radicalism rather than
the more particular question of given the theoci@sently used to explain radicalism.

F. When we ride on a train in the railway museumatsold-fashioned train but we call
it a new-fashioned train though it's old-fashioretause it's newer than the trains that
have only got one.

- One what?

- One driving wheel. But when we ride on a Deltat m a museum we call it an
old-fashioned train.

It is often thought that sequences of conversatidisgourse like this are
simply strings of ‘ands’. These extracts make @aclthat they are not. Rather,
they are intricate constructions of clauses, varynot only in the kind of
interdependency (parataxis or hypotaxis) but alsothe logical semantic
relationships involved. These include not only éhbasic types of expansion —
adding a new point, restating or exemplifying threvious one, or adding a
qualification — but also the relationship of prajen, whereby the speaker
brings in what somebody else says or thinks andrparates it grammatically
into his own discourse.

The clause complex is the resource whereby all thisachieved. It
embodies the fundamental iterative potential of dhemmar. This potential is
found with words and groups as well as with clau$es example, the long
strings of nouns that we find in headlines, maclpad names, and catalogues.
But as a particular feature of spoken language& contribution is at the rank
of the clause. The natural consequence of the spakguage’s preference for
representing things as processes is that it hias &ble to represent not one process
after another in isolation but whole configuratiafigrocesses related to each other
in a number of different ways. This is what thessacomplex is about.

Two Kinds of Complexity

It is wrong, therefore, to think of the written tmmge as highly
organised, structured, and complex while the spokamguage is dis-
organised, fragmentary, and simple. The spokenuagg is every bit as
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highly organised as the written, and is capablgust as great a degree of
complexity. Only, it is complex in a different way.

The complexity of the written language is statid atense. That of the
spoken language is dynamic and intricate. Gramiaatitricacy takes the place
of lexical density. The highly information-packddxically dense passages of
writing often tend to be extremely simple in thgiriemmatical structure, as far
as the organisation of the sentence (clause conpezoncerned. Here is a
passage from a philosophical work:

We have defined the content of a scientific disegby reference to three
interrelated sets of elements: (I) the current axalory goals of the
science, (2) its current repertory of concepts exjplanatory procedures,
and (3) the accumulated experience of the scientgrking in this
particular discipline- i.e., the outcome of thefifods to fulfil their current
explanatory ambitions, by applying the availableertory of concepts and
explanatory procedures. So understood, of coutse, ‘dxperience’ of
scientists is not at all the sort of thing assunather by sensationalist
philosophers like Mach, for whom the ultimate data science were
supposedly ‘sense-impressions’, or by physicalstopophers such as the
logical empiricists, for whom ‘scientific experiegicsimply comprises
straightforward factual generalizations. Rathee, éxperience of scientists
resembles that of other professional men: for examawyers, engineers
or airline pilots.

(Stephen ToulminHuman Understandingyol. 1, Clarendon Press,
Oxford. 1972. 175-6)

The argument is of course complex; but the sentence grammar is
extremely simple. There are some embedded clansekeithe nominal groups,
but even taking these into account the passagerduetisplay any of the kind
of dynamic complexity that is regularly associatedh natural, spontaneous
speech. The complexity of the written languagesisiensity of substance, solid
like that of a diamond formed under pressure. Bytrast, the complexity of
spoken language is its intricacy of movement, tiqlike that of a rapidly
running river. To use a behavioural analogy, tiecstire of spoken language is
of a choreographic kind.

Of course, much conversation is fragmentary, wghakers taking very
short turns; and here the potential for creatingséhdynamic patterns docs
not get fully exploited. But the difference is mexd great as it might seem,
because what happens in dialogue is that the speakare in the production
of the discourse; so that although the grammar de¢show the paratactic
and hypotactic patterns dfie clause complex in the way that those appear
when the same speaker holds the floor, some ofdinge semantic relations
may be present across turns.
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Transcribing Spoken Texts

Why has it become customary to regard the spoksgukge as disjointed
and shapeless? There seem to be three main rdastims misunderstanding.

One is that of the value systems of literate caluralready referred to
earlier. In an ‘oral’ culture (i.e. one without w¥nig; to say ‘non-literate’ gives
too much of a negative flavour), the registers arfiguage which are highly
valued, and the highly valued texts within thosgisters, are, obviously,
spoken, since speech is all that there is. Oncengrevolves, these texts are
written down, because writing is felt to be a moskable way of preserving
them; which means that the value is now transfetoedritten language, and
speech comes to be regardedrassitoryandinconsequential

The second reason is that when people begin tedriéie spoken texts, in
the age of tape recorders, they are so taken up tht hesitations and ‘false
starts’ (the ‘crossing out’ phenomenon in speetite,coughs and splutters and
clearings of the throat, that they put them allagra great novelty, and then
judge the text on the basis of their transcriptbrt. (Anyone who had learnt to
listen to language would have been aware of theegg without the aid of tape
recorders, and they would have come as no greptiselr but unless you are
trained as a linguist you are likely to processespewithout attending to its
sounds and its wordings — very naturally so, sthig is what is necessary for
survival.) But transcribing these features intotwg is rather like printing a
written text with all the author's crossings outdaslips of the pen, all the
preliminary drafting mixed up with the final versie- and then saying ‘Wow!
What a mess’. (Imagine reading out a unedited n@amisin this way to
someone who is illiterate — that is exactly thetyme he would get of what
written language is like.)

The third reason seems to be that when philosopbfelshguage began
recording speech they started with academic semibacause they were easiest
to get at: there is a lot of talk, the interactasiace no great personal secrets
were likely to be revealed. But this is just thadkiof discourse that is most
disjointed, because those taking part are havinthittk about what they are
saying, and work out the arguments as they go albhg ordinary everyday
exchanges in the family, the gossip among neiglthotire dialogue-with-
narrative that people typicallyandyaround when sitting together over a meal or
at the bar — and also the pragmatic discoursagstemigenderedvhen people are
engaged in some co-operative enterprise — theskettebe much more fluent
and articulated, because the speakers are notghavithink all the time about
what they are saying.
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If one’s aim is to bring out all the features tlgat into the planning of
speech, then it is appropriate to transcribe it thay; this is like making a
photocopy of an author’s original manuscript ofgem, or preserving all the
stages that have gone into children’s compositidnis-a special research task.
But one would not use these documents to repregéten language. In the same
way, if one wants to understand what spoken largusdike (as distinct from
having some special research purpose of this ko, looks for a form of
transcription that is informative, in that it inporates the systematic and meaningful
properties of speech that ordinary writing leavess lout that does not put in all the
tackingand the bits of material that were left over m ¢tltting process.

The following are some of the transcription systéonspoken English that

are in current use; the references show whererttagybe found.
1. Survey of English Usage system
R. Quirk & J. Svartvik,A Corpus of English ConversatiofLongman,
London, 1980).

2. D. Brazil, Pronunciation for Advanced learners of Englisbtudent’s Book
(Oxford University Press, 1994).
3. Conversational Analysis system

H. Sacks, E.A. Schegloff & G. Jefferson, ‘A simplesystematics for the
analysing of turn-taking in conversatiohanguagevol. 50, 1974.

4. Language Development Notation
L. Bloom, Language Development: Form and Function in Emerging
Grammars(MIT Press, Cambridge, Massachusetts, 1970).

5. Communication Linguistics system
K. Malcolm, ‘Communication linguistics: A sampleaysis’, J.D. Benson &
W.S. Greaves (ed.ystemic Perspectives on Discvou(sdlex, Norwood,
New Jersey, 1984).

6. Systemic-functional system
M.A.K. Halliday, A Course in Spoken English: Part 3, Intonati@@xford
University Press, London, 1970).

The last of these is the one that is being usee. liewas originally devised for
teaching spoken English to foreign students, b $iace been used for a

variety of linguistic and educational purposes.

For very many purposes, however, there is nothlimgng with transcribing into
ordinary orthography. This is easy to read and ds/onaking the text look exotic. The
important requirement if one does use straightfodwa@thography is to punctuate the text
intelligently. We have emphasised all along thaitimg is not speech written down, nor is
speech writing that is read aloud. But the two @@nifestations of the same underlying
system; anf if the one is being represented throingheyes, or ears, of the other, it is
important to use the resources in the appropriatg W you read written language aloud, you
do your best to make it sound meaningful. The sgonging principle applies when you write
spoken language down.
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V. Further Reading

From: Leech G.,. Finegan E. The Grammar of Conuweysa/ Longman
Grammar of Spoken and Written English, L: Longni£®9.

P. 1040 — 1042
An example of conversation

Before going further, we present a conversatiortthet (labelled ‘Damn
chilli") which illustrates many typical grammaticéatures of conversation. It
will be used as a sample from which to exemplifgrsteatures in the functional
survey which follows. From the transcription, it n®t always clear what is
occuring among the interlocutors, in spite of tkatively straightforward
syntax and vocabulary of this extract. It will hefp know something of the
setting: a family of four is sitting down to dinnét is the mother] the father,
and David D) and Michael 1) are their 20-year-old and 17-year-old sons.

D1. Mom, |, give me a rest, give it a rest. | didn’inthabout you. | mean, | would rather
do it. <unclear>some other instance in my mind.

P1: Yeah, well | can understand you know, | maarcleaf Hi I'm David’s mother, try to
ignore me.

D2: | went with a girl like you once. Let’'s servestdamn chilli.

M1: Okay, let's serve the chilli. Are you servinghot dad?

J1: Doesn’t matter.

P2:  Would you get those chips in there. Michaelld@¢you put them with the crackers.

J2:  Here, I'll come and serve it honey if you ward to.

P3:  Oh wait, we still have quite a few.

D3: 1ldon’t see any others.

P4: | know you don't.

D4: We don't have any others.

P5:  Yes, I got you the big bag I think it will béelp to you.

J3: Here’s mom’s.

M2: Now this isn’t according to grandpa now.

P6: Okay.

M3: The same man who told me it's okaynclear>

P7:  Are you going to put water in our cups? Whaoselbs that.

M4: Mine.

P8:  Mike put all the water in here. Well, here we a
J4: What.

P9:  Will y’all turn off the TV

J5: Pie, I'll kill you, | said I'd take you to thigathroom.

P10: Man, get your tail out of the soup — Oh, seriid you hear | saw Sarah’s sister’s baby?
M5: How is it?

P11: She’s cute, pretty reallfAmE CONV)

This dinner table interaction touches on severahsegly unrelated topics.
Reference is made not only to the dinner and it®m@paniments (e.g. water,
chilli, crackers, cups, bowl) and to other peogleadpa, Sarah’s sister’'s baby)
and apparently to a household pet named Pie, battalan imaginary situation
in which P speaks (irP1), to switching off the television, to past meesngtc.).

140



Some lines are opaque out of context (&lg.this isn’'t according to grandpa
now; Oh sorry andMan, get your tail out of the sougEven the interpretation
of J's What(J4) can only be guessed at. The shared backgrouadnafion and
the shared physical and temporal space requirédlyounderstand this excerpt
are considerable. In this respect, although thecdity of making sense of it on
the page may be unfamiliar and disorienting expeeefor many readers, the
extract is typical of conversation.

A functional survey of conversation

In the following subsections, we identify a spewgtraf ‘external’ (social,
psychological, and physical) determinants of cosaton, and use these to
identify and explain many of the striking grammaticcharacteristics of
conversation noted in earlier chapters.

Unlike most other registers, conversation cannoed®ly characterized in
terms of communicative goals or social functionse Thost that can be claimed
Is that it is a pervasive activity among human gsjnand that its primary
function appears to be to establish and maintagiab@ohesion through the
sharing of experience, although secondarily it ;peymote other goals such as
entertainment (e.g. through jokes and narrativ@syhange of information and
control of others’ behaviour. Our operational dgdom of conversation is
inclusive enough to subsume many more specificstygeverbal behaviour,
such as instructing, counselling, insulting, swagpanecdotes or conducting a
business telephone call.

Conversation takes place in the spoken medium

Conversation takes place in speech — by use ofraraaditory channel.
Perhaps this point is so obvious that it does retiiabouring.

Unfortunately, the Corpus data we are using lacksesimportant evidence
on the nature of spoken grammar. The LSWE conversdtsubcorpus has only
orthographic transcriptions, lacking phonetic anaspdic information, to
represent the complex auditory events of spokesrodise. Other features which
could be included in an ideal transcription include

- Tone units; nuclear tones; varying degrees of stres
- Varying lengths of pause

- Paralinguistic features such as tempo and loudness
- Voice qualities such as whisper and breathy voice.

Of these, the prosodic and pausal phenomena ifirthéwo lines are the
most important for conveying grammatically relevaligtinctions. The use of
orthographic devices such as the question markdfhot compensate for the
absence of indicators of intonation and stress.usetxamine two fragments of
transcribed speech where these types of informaboifd be impotant:

One of my friends is bisexu8am (BrE)
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The function of the final noun Sam is unclear:tisivocative, or a noun in
apposition toone of my friends Almost certainly, pause and intonation would
have resolved the ambiguity of the transcription.t@e other hand, a glance at
the header information for the text in questionl vat us know that the person
addressed in this case was not called ‘Sam’, aedefire for all practical
purposes resolve the ambiguity.

| told you what she saididn’t | ? (Brg)

In English, question tags have a somewnhat diffarexening, according to whether
they have a rising or falling nucleas. The tramgcmn does not disambiguate this,
although the use of the question mark makes arieime more likely.

On the other hand, for many purposes of grammatesaarch, the absence
of prosodic information may make comparativelylditdifference, since the
context generally resolves ambiguities left by latkntonation. Even in cases
where the context sometimes does not help very maghn the case of the
question tag, it can be reasonably argued that meenat dealing with a
grammatical distinction here, but with a semantrc ppagmatic distinction
realized directly through intonation. In other werdhe difference between
falling and rising tones in a question tag doesnead to be treated in grammar,
although it is relevant to other aspects of lingaidescription.

Nevertheless, our description here lacks importayérs of information
which would be retrievable from the sound recorddh@ conversation, or, even
more, from a video recording. This lack requires tasbe careful in not
attributing too much certainty to the conclusionse weach and the
interpretations we make on the basis of writterdence only. Despite careful
training of the transcribers, the written form dkettranscription is likely to
reflect individual styles of transcribers: for exalm in the placing of commas
or periods, in the choice between conventionalradstandard spelling (e.g. in
gotta andgot tg, and in the use of contractions. At the same ,tithe choice
made by the transcriber is likely to reflect thalitees of the spoken recording,
when measured in broad quantitative terms.

It also needs to be emphasized that transcriptisn ai highly
conventionalized practice, adopting virtually wisake the rigid orthographic
habits (e.g. in the spelling of words, and the nmaylof spaces between them)
which have grown up for the written language. Tiemark even applies to
cases where the standard orthography has beenedyoid order to represent
something approximating to the spoken pronuncatienin abbreviated forms
such agyotta gonng andcos These semi-standardized ‘informal spellings’ are
themselves governed by convention. For example faheliar spellingsain’t
andeh?represent words whose actual pronunciation candre similar toiht/
and e1/ respectively.
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Discussion Questions/Professional Development Atgg

1) What information would you like to get to undergd the conversation
“Damn chilli™?

2) What determinants explain many of the strikingangmatical
characteristics of conversation?

3) Why are characteristics of the spoken mediumispahsable for
expounding on the nature of conversation?

4) Can you give your own example of the importasfdbe spoken medium?

*k%*

P. 1042 — 1043
Conversation takes place in shared context

Conversation is typically carried out in face-tadanteraction with others,
e.g. family members or friends, with whom we shagreat deal of contextual
background. Face-to-face interaction means thaghaee not just an immediate
physical context of time and space, but a large uanhof specific social,
cultural, and institutional knowledge.

In keeping with this shared knowledge, conversatisn marked
grammatically by a very high frequency of pronouss,contrasted with a very
low frequency of nouns. The user of personal proso(by far the most
common class of pronouns) normally assumes thashaee knowledge of the
intended reference gfou, she, itetc. This sharing of situational knowledge is
most obvious in the case of first and second pepsonouns (especially and
you) which, referring directly to participants in tltenversation, are the most
common in this variety. (They account for 29 of #é personal pronouns in
‘Damn chilli’.) Pronoun reference, however, reprdaseonly the most common
variety ofgrammatical reduction that characterizes conversation, others being
the use of ellipsis and of substitute proforms .(ere/onessubstituting for a
nominal anddo it/that substituting for a verb or verb phrase). In théramt
‘Damn chilli’, substitution is illustrated by:

I mean, | would rather do it. (D1)

and both substitution and ellipsis (signalled by)<are illustrated in this
sequence of turns:

Here, I'll come and serve it honey if you wanttime->. (J2)

Oh wait, we still have quita few (P3)

| don’t see anythers (D3)

| know you don’k->. (P4)
Obviously such structure-erasing devices signakddence of communication
on contextual clues — which may, or may not, haaenbovertly signalled in the
preceding discourse. The frequency of ellipsis onwersation shows up
especially in situational ellipsis (e.@oesn’t matterin ‘Damn chilli’ [J1], in
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ellipsis across turns (as seen in tBhabove), and also commonly in answers to
questions. Reduction means the simplification @hgnatical structure, hence
the reduction of the number of words uttered, Ibiamee on implicit meaning or
reference, as supplied by mutual knowledge. Oftes implicit meaning is
retrieved anaphorically, by a previous verbal refiee (as inshein ‘Damn
chilli’, co-referring to Sarah’s sister's babyn (P10), but frequently it is
retrieved from the situation outside language. Amottype of reliance on
situational reference is through the use of digams ¢his, that, these, those,
there, then, nowetc.), most of which again are particularly commm
conversation. In ‘Damn chilli’, we note particulathe use of dietics iD2 (this
damn chill), P2 (those chips in thejeJ3 (Here’s mom’y, M2 (Now this isn'’t
according to grandpp andP7 (Whose bowl is tha)? The more private the
conversation, the more the understanding of it geta rely on such dietic
identification of reference.

As the ‘Damn chilli’ example shows, another factanich contributes to
the difficulty of making sense of a transcriptiathe use ohon-clausal or
grammatically fragmentary components in speechhodgh such material can
be found in written language (e/g/ in headlines lgstd), it is far more pervasive
and varied in speech. The word-classnskerts, including grammatical isolates
such asyeah(P1), okay (M1), andsorry (P10), is the clearest case of material
which cannot be fitted into canonical grammatid¢al&ures such as clauses and
phrases. These ‘stand-alone’ words rely heavily tfogir interpretation on
situational factors, which may be expressed thrdagguage but also through
other means. For examplidanksor sorry may be a follow-up to a non-verbal
action, as well as to a verbal one (as the exa@plesorryin P10shows).

To the extent that conversation is dependent fernieanings on the
immediate context, it is less dependent on thewdatiion of overt grammatical
structure. The occurrence of inserts at the wontkllas matched by the
occurrence of distinctive elements suclpesfacesandnoun phrase tagsat the
phrase level: a further realization of the contestnd nature of conversation.
Yet a further manifestation of this is the not-effuent occurrence in
conversation otinembedded dependent clausesich adVhen you’re readwpr
If you don’t mindas complete grammatical units. In our analysiss¢hare
counted as examples of non-clausal rather tharsalaunits, since they lack the
normally expected main clause structure.

Discussion Questions/Professional Development Attg

1) What is grammatical reduction? How is it related Halliday’s
theory of density?

2) What are non-clausal components of speech?

3) Why do inserts and non-clausal components rebvity on situational
factors for their interpretations?
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VI. Case Study

Record an authentic conversation. Study the varaftypossibilities to
transcribe it, given in the chapter about transicnpand write the transcript of
your conversation. Then

1) Prove your choice of transcription.
2) Analyse the characteristic features of the lagguof the conversation.

VII. Test Yourself
A. False or True?

1) Spoken language is formless and featureless.

2) We can think of both written and spoken languagéerms of three
interrelated aspects: the nature of the medium,fuhetions served, and the
formal properties displayed.

3) Spoken language is as highly organized as writiat its organization is
very much special and different from the writtendaage.

4) Transcribing conversations with all their hesmias and silences and
false starts is rather like printing a written testh all the author’s crossings out
and slips of pen, and is not helpful at all for tferpreter of the language.
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Unitl -

Unit 2 -

Unit 3 -

Unit 4 -

Unit5 -

Unit 6 -

Unit 7 -

Unit 8 -

KEY

B: 1-same; 2-different
C: 1-T.

B: 1-same; 2-different; 3-different.

Al-B2; A2-B1; A3-B4; A4-B3; A5-B5.

A: 1-same; 2-different; 3-same; 4-different.
B: 1-F; 2-T.

C: 1-b; 2-c.

a-the same; b-different; c-the same; d-different

1. 1-different; 2-different; 3-same; 4-different.
2.1-F; 2-T; 3-T; 4-T

1-T; 2-T; 3-F; 4-T, 5-F.

1-F; 2-T; 3-T; 4-F.
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